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Summary: New technologies have made it easier and 
cheaper to collect, store, analyze, use, and disseminate 
data. But while the potential for vastly more data-driven 
innovation exists, many organizations have been slow to 
adopt these technologies. Policymakers around the world 
should do more to spur data-driven innovation in both the 
public and private sectors.   

If oil was the fuel of the twentieth-century economy, data will be the fuel of 
the twenty-first century. Indeed, by enabling people to better understand 
the complex world around us and to use that understanding to make better 
decisions, large and small, data has the potential to drive innovation in a 
broad range of areas, improving both economic productivity and quality of 
life. A growing number of organizations, from Netflix to the National 
Oceanic and Atmospheric Administration (NOAA), have already begun to 
harness large-scale data analysis technologies to great effect. For example, 
75 percent of what users watch on Netflix is found through the company’s 
advanced recommendation algorithm; and NOAA has refined its predictive 
weather models to anticipate storms ten times more accurately than it did 
20 years ago.1 

Making sense of the vast amounts of data collected about people and the 
world around them is necessary to address major social challenges, 
including improving health care, education, public safety, transportation, 
energy, and the environment. Some countries have already begun moving 
in this direction. For example, the Australian government has identified 
data as key to driving innovation in the public sector, including through 
initiatives to maintain infrastructure, improve health care, and reduce 
response times for emergency services.2 But data-driven innovation is not 
merely a tool for developed countries; developing countries, too, are 
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harnessing the power of data, including for humanitarian aid and 
development.3 

Researchers use data to open doors for future applications and to spawn 
entirely new areas of inquiry. Scientists ushered in medical genomics with 
the Human Genome Project, advanced particle physics at the European 
Center for Nuclear Research (CERN), and mapped the stars with the Sloan 
Digital Sky Survey, all relying on enormous quantities of data. Some 
landmark research datasets have continued to pay dividends decades 
after their collection began. For example, data from the Framingham Heart 
Study, a long-term cardiovascular study launched in 1948, has recently 
been applied to analyses of obesity and divorce. In the future, researchers 
will derive insights into neuroscience and computing using massive 
datasets from the EU’s Human Brain Project and the U.S. BRAIN Initiative. 
Cancer research will be supported through data-sharing fostered by the 
U.S. National Cancer Informatics Program.  

Data-driven innovation can also strengthen economies by reducing waste 
and improving services. For example, in the United States, the value from 
data in health care exceeds $300 billion annually.4 And globally, the use of 
smart grid data could reduce carbon dioxide emissions by more than two 
billion tons by 2020, according to a 2013 OECD estimate.5 

A conversation about data-driven innovation is possible now because new 
technologies have made it easier and cheaper to collect, store, analyze, 
use, and disseminate data. But while the potential for vastly more data-
driven innovation exists, many organizations have been slow to adopt 
these technologies. Policymakers around the world should do more to spur 
data-driven innovation in both the public and private sectors, including by 
supporting the development of human capital, encouraging the 
advancement of innovative technology, and promoting the availability of 
data itself for use and reuse. 

THE BENEFITS OF DATA  
Data leads to better understanding and decision making among 
individuals, businesses, and government. 

Individuals use data to make better decisions about everything from what 
they buy to how they plan for the future. These decisions can be minor, 
such as deciding whether to carry an umbrella based on weather forecasts, 
or major, such as deciding where to go to college based on school 
evaluations or predictions of future career earnings. Traffic data helps 
individuals find the most efficient route from point A to point B, saving time 
and gas in the process. Data from the electricity grid can help homeowners 
save on utility bills. User reviews on sites like Amazon help consumers 
discover the products that they like best.6 Yelp’s restaurant reviews help 
people decide where to enjoy their next meal, and (since the site has 
recently begun to integrate additional data from city health inspections) to 
factor food safety into these decisions.7  
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Businesses use data to find new customers, automate processes, and 
inform business decisions. For example, Visa's data-driven Advanced 
Authorization service alerts banks to potential fraudulent transactions in 
real-time, identifying as much as $1.5 billion in fraud around the world 
annually.8 Coca Cola uses complex models to ensure that every batch of 
orange juice it blends tastes consistently fresh.9 Intel uses predictive 
modeling on data from its chip manufacturing plants to anticipate failures, 
prioritize inspections and cut monitoring costs.10 GlaxoSmithKline conducts 
text analytics on data collected from online forums so that it can better 
understand and respond to the concerns of parents who delay vaccinating 
their children.11 Wind energy companies, such as Vestas, use complex 
weather models to determine the optimal locations for their turbines.12 

Government agencies use data to cut costs, prioritize social services, and 
keep citizens safe. The U.S. Securities and Exchange Commission analyzes 
data reported by publicly-traded companies to identify suspicious filings 
and inform fraud investigations.13 The European Space Agency deploys 
satellites equipped with remote sensing technologies to track and analyze 
changes in the global environment and help forecast weather events, such 
as hurricanes and droughts.14 The U.S. Centers for Disease Control and 
Prevention uses social network analysis to better understand and stem the 
spread of communicable diseases.15 The UK’s Royal Mail uses analytic 
software to determine the most efficient delivery routes and make sure 
parcels get to their destinations as quickly as possible.16 The U.S. Institute 
of Educational Sciences conducts randomized trials, inspired by clinical 
research, to collect data and measure the impact on learning outcomes of 
certain educational variables, such as choice of instructional materials.17 
New York City’s Fire Department prioritizes inspections based on risk 
assessments derived from building data which has resulted in the city 
reducing the number of annual fire deaths to the lowest since 
recordkeeping began in 1916.18 

Public Health The U.S. Centers for Disease Control is using social 
network analysis to better understand and stem the 
spread of communicable diseases. 

Education The U.S. Institute of Educational Sciences conducts 
randomized trials, inspired by clinical research, to 
collect data and measure the impact of certain 
educational variables, such as choice of instructional 
materials. 

Developing 
Countries 

The non-profit company Ushahidi creates software to 
easily collect and visualize important information for 
those providing humanitarian aid in developing 
countries, such as the availability of critical drugs in 
southeast Africa.19 
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Transportation  The City of Dublin, Ireland combines real-time data 
streaming with traffic information collected from a 
number of sources to map city bus locations and 
combat traffic jams.20 

Environment The European Space Agency deploys satellites equipped 
with remote sensing technologies to track and analyze 
changes in the global environment and help forecast 
weather events, such as hurricanes and droughts. 

Public Safety New York City’s Fire Department prioritizes inspections 
based on risk assessments derived from building data 
which has resulted in the city reducing the number of 
annual fire deaths to the lowest since recordkeeping 
began in 1916. 

Retail User reviews on sites like Amazon help consumers 
discover the products that they like best. 

Government The U.S. Securities and Exchange Commission analyzes 
reporting data from publicly-traded companies to 
identify suspicious filings and inform fraud 
investigations. 

Energy Wind energy companies use complex weather models to 
determine the optimal locations for their turbines. 

Manufacturing  Intel uses predictive modeling on data from its chip 
manufacturing plants to anticipate failures, prioritize 
inspections and cut monitoring costs. 

 
Table 1: Ten examples of benefits from data-driven innovation 

UNDERSTANDING THE JARGON 
The topic of data-driven innovation is so new that many terms are poorly 
understood. These include “big data,” “open data,” “data science,” and 
“cloud computing.” 

“Big data” refers to data that cannot be processed using traditional 
database systems, either due to the relative size and heterogeneity of the 
data set, or the speed at which it is updated. Big data has existed for 
decades in fields such as astronomy and atmospheric science, but the 
growth of digital data collection has rapidly brought the topic into many 
other fields.21 In some areas, big data technologies have allowed 
researchers to analyze entire populations, without having to rely on 
samples; in addition to enabling faster analysis, this has also resulted in 
increased model accuracy.22 

“Open data” refers to data that is made freely available without 
restrictions.23 Such data is most useful when it is released in non-
proprietary, machine-readable formats. Open data can be used to drive 
innovation within and beyond the organization that created it because it 
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allows other organizations to make use of it. A 2013 McKinsey Global 
Institute report estimated that open data could add over $3 trillion in total 
value annually to the education, transportation, consumer products, 
electricity, oil and gas, health care, and consumer finance sectors 
worldwide.24 

“Data science” refers to the range of technologies, as well as statistical 
and computational techniques, that are used to analyze and derive insights 
from data. The term “data science” does not exclusively refer to these 
techniques and technologies as they are applied to big data; it also 
encompasses data analysis that is conducted using smaller data sets and 
traditional database systems.25  

“Cloud computing” is the practice of “renting” remotely-located IT services, 
including processing capabilities, information storage, and software 
applications, on an as-needed basis. Cloud computing turns fixed costs 
into variable costs, and it allows organizations to scale their computing 
resources to meet demand.26  

WHAT TECHNOLOGIES ARE BEHIND DATA-DRIVEN 
INNOVATION?  
The increasing availability of data has spurred the development of new 
techniques and technologies at every stage of the data lifecycle, including 
data collection, storage, manipulation, analysis, use, and dissemination. In 
turn, these technologies have increased the value of raw data, leading to 
more collection and even greater availability of data.  

COLLECTION 
Collecting data is the first step in the data innovation lifecycle. As of 2012, 
about 2.5 billion gigabytes of data were collected each day globally, a 
significant portion of which was video.27 In comparison, the entire print 
collection in the U.S. Library of Congress amounts to about 10,000 
gigabytes.28  

The two major sources of new digital data are physical sensors and 
electronic records.29 As with most electronics, the size and cost of many 
sensors has decreased significantly over the last decade, while their 
capabilities have increased significantly.30 Sensing technologies 
encompass an extremely broad array of devices, which measure physical 
variables such as temperature, pressure, geolocation, chemical 
composition, electric current, movement, light content, and many others. 
Sensors are an integral part of the “Internet of Things,” a concept used to 
describe a world where everyday objects, from aircraft to refrigerators and 
running shoes, can communicate with each other and their users.31 For 
example, Boeing 787 aircraft generate over half a terabyte of data per 
flight from the engines, landing gear, and other equipment.32 Sensors are 
highly specialized and multiple varieties of sensors often are used to 
measure a given environmental variable across different application 
domains. Data scientists frequently use signal processing and statistical 
modeling techniques to derive insights from sensor data; for example the 
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National Weather Service uses climate modeling in its forecasts. The 
amount of sensor data will continue to grow as sensors become even more 
effective and cheaper, and companies embed them in more and more 
devices. The availability of cheap, low-power processors will also support 
this growth, enabling companies to embed intelligence in any device. 

Electronic records include structured and unstructured data. Structured 
data refers to data that is highly organized and easily queried, such as 
tabular data on transactions, account details, and other online activity. By 
design, structured data is often simpler to analyze; certain applications, 
such as network analysis and predictive modeling, require structured data. 
Unstructured data refers to data that is less organized and that does not 
lend itself to being queried, such as images, video and audio. An electronic 
lab report from a hospital, for example, or a digitized shipping manifest 
from a trucking company would typically be stored in structured formats; 
news stories, online videos, and text-based product reviews usually are 
unstructured. 

Structured data is collected in large volumes by a variety of public and 
private-sector organizations. The United Parcel Service, for example, 
receives an average of 39.5 million tracking requests each day, and Visa 
processes over 172 million card transactions daily.33 However, the vast 
majority of data being collected today is unstructured, and much of it is 
video. As of June 2012, YouTube users uploaded forty-eight hours of new 
video every minute.34 

Improvements to physical and wireless networks also influence the amount 
of data collected and the range of opportunities available for data-driven 
innovation. A 2013 Cisco analysis predicted that the amount of internet 
traffic moving globally through telecommunications networks will increase 
nearly threefold between 2012 and 2017, to a total of 3.1 exabytes per 
day.35  

STORAGE 
Once data is collected, it must also be stored. Efficient and flexible data 
storage can simplify data analysis and provide significant cost savings. In 
the past two decades, data storage has benefitted from software as well as 
hardware innovation.  

Improved hardware has allowed storage costs to drop precipitously; in 
1980, it cost around $440,000 to store one gigabyte of data, while in 
2013, it cost about $0.05.36 Advances in data centers have also made it 
easier and cheaper for organizations to store vast quantities of data 
remotely using cloud-based storage options. In addition to these dramatic 
hardware improvements, developers have created a range of database 
software designed to store unstructured data and achieve “big data” 
scalability. Traditional structured query language (SQL) databases rely on 
restrictive organizational structures, and do not always lend themselves to 
heterogeneous and changing data inputs. These systems, which have been 
used for decades to store employee files, sales data, and other well-
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organized information, are not easily extensible to many modern data 
science applications, such as document storage.  

U.S. companies, along with the global open-source community, have been 
pioneers in developing technologies that overcome some of these 
shortcomings. Collectively, these are referred to as NoSQL technologies, to 
indicate their rejection of various SQL characteristics, including constraints 
on centralized storage and data modification. Examples of proprietary 
NoSQL technologies include Google’s BigTable, Amazon’s Dynamo, and 
Facebook’s Cassandra, all of which have fostered the development of 
open-source technologies that enable big data storage and analytics. For 
example, the Apache Software Foundation developed HBase, a popular 
database used with big data, based on initial work done by Google.  

ANALYSIS 
Data analysis extracts meaning from data, in part by identifying 
correlations between variables and making predictions about future 
events.  

The vast growth of unstructured data has spurred the development of 
techniques such as text mining, natural language processing, and 
computer vision, all of which can help make sense of this data. Developers 
also have devoted considerable effort to creating software for data 
manipulation and analysis, including numerical programming languages, 
statistical software, dedicated business analytics tools, and “big data” 
utilities. The use of analytics applications can provide high returns on 
investment; one 2011 study found that companies earn an average of 
$10.66 for every dollar spent on analytics applications.37 

Due to their versatility, programming languages, such as the statistical 
computing language R and the numerical computing languages Matlab and 
Julia, are used for data analysis and manipulation in a broad range of 
fields.38 Programming languages, while relatively difficult to learn, allow 
users to create and distribute their own functions; R, for example, offers 
specialized functions for an extremely broad range of fields, including 
medical image analysis, econometrics, and ecological analysis.39 In 
addition, the general purpose Python programming language has been 
extended to include statistical capabilities. There also exist a variety of 
dedicated statistical software, such as SAS, SPSS, and Stata.40 

An important subset of statistical software is business analytics software, 
which companies use to make data-driven business decisions. Business 
analytics software offerings are highly diverse and include off-the-shelf 
packages from providers such as Adobe, IBM, Microsoft, Oracle, SAP, and 
SAS. These user-friendly tools allow analysts to probe and manipulate data 
using pre-set commands built into the software. While less flexible than 
programming languages, business analytics software can be particularly 
useful for industries that use well-defined metrics, such as the insurance 
industry.41 
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In addition, tools have been developed specifically for big data, such as 
Hadoop, an open-source platform for applications that involve analyzing 
large data sets. Organizations in a wide range of industries, including 
health care, agriculture, and utilities, use Hadoop’s core functionality to 
process large amounts of data.42 Many developers have created 
extensions and add-ons that serve specific use cases, such as real-time 
analytics.43 For example, one lab in Maryland’s Howard Hughes Medical 
Institute uses a Hadoop-based real-time analytics platform to analyze and 
visualize patterns of brain activity in real time.44 

Although analysis is conducted using software, improvements in computer 
hardware, particularly processing units, have enabled faster, cheaper and 
more energy-efficient data processing capabilities over the years. Hardware 
built for large-scale data analysis includes the multi-core processor 
offerings being continually refined by Intel and AMD; IBM’s high-
performance server hardware (based on technologies developed for its 
Watson project); Oracle’s storage-intensive “big memory” server; and 
devices optimized for “big data” from HP and EMC. The rise of parallel 
computing and cloud-based processing has made processor speed 
somewhat less of a bottleneck to data analysis than it was in previous 
decades, but hardware vendors’ incremental advances remain an 
important driver of high-performance applications.45 

USE 
The ultimate purpose of data analysis is to support better decision-making, 
whether those decisions are made by an executive in an office, a robot on 
the factory floor, or someone at home. Data-driven automation can simplify 
decisions made by robots, while information organized using decision 
support systems, data visualization, and mapping technologies can help 
humans. 

Decision Support System 
Decision support systems are interactive tools that help users make better 
and faster decisions in complex, multivariate environments. Decision 
support systems use models and simulations to predict outcomes and then 
present recommendations to decision-makers. For example, a construction 
manager may use a decision support system to help choose which 
subcontractor offers the best combination of risk and revenue for a given 
project.  

Such systems are especially popular in hospitals, where clinical decision 
support systems can use patient information to alert a doctor if a 
prescription will interfere with other medications or conditions.46 Decision 
support systems can also be found in many other domains, including 
environmental monitoring. For example, the Mediterranean Decision 
Support System for Maritime Safety was designed for EU member 
governments to help mitigate the risks of Mediterranean oil spills.47 As 
data analysis techniques such as predictive modeling and natural language 
processing continue to develop, so will the capabilities of decision support 
systems. 
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Automation 
While much of data analysis is deployed to help humans make better-
informed decisions, data can also be used to trigger automated actions in 
computer systems and robots. For example, Nest, a smart thermostat, can 
use sensor data to determine if a house is occupied and adjust the house’s 
heating and cooling appropriately. Google’s self-driving car can take data 
about roadway conditions and incoming traffic to navigate efficiently and 
avoid collisions. A 2013 report from research firm Markets and Markets 
projected that the market for machine-to-machine communications would 
reach $290 billion in 2017, a 650% increase from 2011.48 

Machine learning, a branch of computer science concerned with systems 
whose performance improves with the addition of new data, offers 
methods for automated decision-making in a range of applications. 
Machine learning has seen widespread use in robotics, such as computer 
vision and automated movement in factory environments, as well as in 
online recommendation systems, such as those used by music streaming 
service Spotify and online dating site OKCupid.49 

Visualization 
One way data scientists can communicate their analysis to decision 
makers is through visualizations. Visualizations are used in a broad array of 
fields, and can range from simple line graphs of stock prices to complex 
social network diagrams showing the spread of disease. In cases where 
patterns in the data may be more easily identified when the data is 
displayed, visualizations can be used for conducting analysis as well.50 
Data visualization is built into many business analytics software tools, such 
as Tableau. Specialized platforms and languages exist for particular 
applications, such as Gephi for network and graph visualization, and 
Processing for interactive visualization. The Javascript programming 
language is popular for custom data visualization applications, offering 
widely used open-source libraries such as D3. 

Mapping applications have driven the development of a wide array of 
geographical information systems (GIS) software, which allows spatial 
features to be integrated into data analysis. There are specialized 
technologies for all aspects of geospatial data-driven innovation, including 
databases, servers and visualization tools. Major proprietary software 
providers include Esri (provider of ArcGIS), Google (provider of Google 
Maps, Earth and Street View), and Oracle (provider of Spatial and Graph). 
Open-source GIS offerings, such as those created by geospatial technology 
firm MapBox, are growing in popularity as well. Tools from these providers 
are widely used in industry and government. For example, the Obama 
administration used GIS software to add data layers and interactivity to the 
maps on its Recovery.gov website.51  

DISSEMINATION 
Organizations, including government agencies, often want to share their 
data with others. In the past, data sets often were disseminated through 
digital media, such as CDs, but using physical objects for dissemination 
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meant data volume was limited and distribution slow and costly. Today, 
data is made available on websites, often at no direct cost to the user. 
Some organizations simply provide access to raw data files; others develop 
application programming interfaces (APIs) to make it easier for other 
developers to reuse their data.  

More recently, dedicated software to manage the large number of open 
data sets released by organizations has emerged, chiefly from start-up 
Socrata. This software niche is relatively new, and other players have 
begun to emerge only recently. In some cases, organizations have 
developed their open data dissemination platforms internally; an example 
is the U.S. hub Data.gov. The creators of this platform subsequently 
released their software to the open-source community.52 

HOW SHOULD POLICYMAKERS SUPPORT DATA-DRIVEN 
INNOVATION? 
Data-driven innovation is critical to economic growth and improvements in 
quality of life. While the private sector will drive much of this progress, 
governments can and should aid this effort. In particular, data-driven 
innovation requires a skilled workforce, innovative technology, and access 
to data. Policymakers can support efforts to ensure all of these needs are 
met. 

HUMAN CAPITAL 
There is a global shortage of workers with the knowledge, skills, and 
abilities to support data-driven innovation. These workers include not only 
programmers skilled with machine learning and Hadoop, but also data-
literate managers, designers and communications specialists. For 
example, research firm Gartner projected in 2012 that, by 2015, only one-
third of the 4.4 million available big data jobs will be filled.53 While some 
universities recently have begun offering programs devoted to data 
science, business analytics and machine learning, these efforts may not 
gain momentum quickly enough to meet the imminent demand.  

Countries that can provide the talent necessary to work in data-related 
fields will have an advantage in the global economy.54 Policymakers have 
an opportunity to help accelerate the growth of a data-literate workforce by 
funding efforts to develop open, online courses in data-related subjects 
and expand enrollment in statistics and computer science classes. 
Secondary schools can also help by creating more flexible math 
requirements, so that students can take computer science or statistics 
courses. Although such efforts undoubtedly will take some time to pay off, 
they could help open new opportunities for workers and expand the 
availability of interdisciplinary, data-literate workers for companies in the 
long term. 

Government can also help spur the development of the necessary human 
capital by becoming a leader, rather than a laggard, in the adoption of 
data-driven innovation. Government agencies can use data to save money 
and deliver better services to citizens. A 2012 report from the McKinsey 
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Global Institute estimated that by doing so the developed countries of 
Europe could save €100 billion ($149 billion) annually in operational 
efficiency improvement alone.55  

By becoming early adopters, government agencies can help build local 
data-savvy communities, demonstrate the feasibility of different 
technologies, and foster public enthusiasm for data-driven innovation. To 
this end, government agencies at the federal, state and local levels should 
continue to engage directly with the data science community and 
participate in civic hackathons, public coding challenges, and other events 
hosted by the data science community.  

TECHNOLOGY 
The government can also help accelerate the development of technologies 
that facilitate use of data. In 2012 in the United States, the Obama 
Administration announced a one-time big data research and development 
(R&D) initiative with $200 million in funding.56 Funding efforts such as 
these should be continued and expanded since the benefits of these 
technologies can have strong positive spillover effects and benefits 
throughout the economy. As some economists have noted, investment in 
R&D tax credits produces more than one dollar of research for every 
foregone tax dollar.57 Moreover, when government agencies develop their 
own software, they should make it available to the open-source community 
so that others can reuse it and build on it. Doing so will help ensure that 
citizens maximize the benefits of tax dollars spent on development.  

To ensure that government research dollars are directed at the most 
pressing challenges in the public and private sectors, a government 
agency, with broad public input, should develop an R&D roadmap on 
relevant topics such as data analytics, data storage, and distributed 
computing, as well as privacy and security topics. This may be especially 
fruitful in areas where technological advances could reduce barriers to 
adoption. For example, some privacy concerns could be addressed through 
new technologies and methods in areas such as data de-identification, 
privacy-preserving data mining, secure, multi-party authentication, and 
interoperable digital credentials.58 Public-private partnerships, such as the 
United States’ National Consortium for Data Science (NCDS), can also help 
bring in wide-ranging expertise for setting research priorities and 
promulgating standards.59 

Finally, government can help encourage data use and reuse by 
encouraging standardization. Since data standards tend to benefit a wide 
range of stakeholders across a given sector, broad consensus often can be 
reached; in some cases, however, a strong first mover in government can 
help accelerate the process. In the United States, the Securities and 
Exchange Commission’s (SEC) leadership in instituting the XBRL standard 
for corporate filings serves as a prime example of the government’s 
facilitative role in promulgating data standards.60 The United States should 
also continue to support the international Research Data Alliance in its 
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efforts to make scientific data and analysis tools interoperable throughout 
the world.61  

DATA 
Without data, data-driven innovation is impossible. As a result, the 
government has an important role to play not only in collecting and 
supplying data, but also in creating the appropriate legal frameworks to 
foster data sharing, and in raising public awareness about the importance 
of sharing data. 

Government agencies should make their own data available to users in a 
timely way and useful format. Making complete and uniquely identified 
data available publicly online in a machine-readable format and in a timely 
manner will allow for reuse by businesses, researchers, non-profit 
organizations, and citizens. In addition, government agencies should 
ensure that data produced directly in their behalf by contractors fall under 
open data policies. One way to achieve this is through explicit open data 
policies at all levels of governments, such as the G8’s 2013 Open Data 
Charter, the U.S. Open Data Agenda, or the City of Toronto’s open data 
policy.62  

Similarly, policymakers should continue to pursue efforts to allow 
individuals access to their own personal data. Two examples of this in the 
United States are the Green Button Initiative, which encourages utility 
companies to give consumers access to data on their home energy use 
and the Blue Button initiative, which gives veterans access to their health 
records. By pursuing an ethic of “open by default,” government agencies at 
all levels can encourage the sorts of open-ended exploration and 
experimentation that are crucial for sparking data-driven innovation. When 
companies do not voluntarily provide their customers access to their own 
data in a reusable, electronic format, policymakers may need to intervene. 
This is not to say that companies must give up ownership of that data, only 
that they should strive to provide customers with copies of their own data.  

Policymakers should also ensure that they create the legal and regulatory 
frameworks to encourage data sharing and reuse in different industries. 
Data-driven innovation occurs when organizations and individuals can 
collect, use, and reuse data for purposes that they might not have originally 
envisioned. The first U.S. Census, for example, was initially conducted for 
the sole purpose of determining congressional representation, but its data 
has since been applied to a host of public and private-sector uses, from 
economic growth to public health analyses. To support such unforeseen 
applications, policymakers should make space for serendipitous 
innovation. This means that regulatory frameworks should support the 
movement of data among individuals and within and between nations and 
organizations. Attempts by some countries to impose “data residency” laws 
restrict the global free flow of information rather than encourage cross-
border data flow.63 
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Policymakers should also avoid unnecessarily restrictive regulations on the 
collection and sharing of data. When restrictions on use are necessary they 
should be implemented with restraint. Legal rules preventing the use of 
data can lead to a situation known as the “tragedy of the anticommons.” 
This occurs when the existence of too many legal and bureaucratic barriers 
create high transaction costs that restrict the use and exchange of data. 
For example, uncertainty over data ownership may prevent a company 
from creating a useful data-driven application. In order not to undermine 
beneficial applications of data, policy discussions should focus on resolving 
how data can be used, rather than on deciding whether it can be collected 
and exchanged. Uses that result in specific harm should of course be 
prohibited, but policymakers must craft open-ended policies 
acknowledging the unpredictable breadth of future data-driven 
applications, particularly in the health and education sectors. 

CONCLUSION 
There are incredible opportunities to leverage data to address important 
social issues and encourage economic growth. However, to achieve the full 
potential of data-driven innovation, policymakers must create the 
necessary infrastructure and policy framework. The first step to doing that 
is to understand and appreciate the critical importance of data innovation 
in the public and private sector. 
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