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Since the mid-1990s, the digital economy has been evolving in three 
phases: the “Internet economy” transformed into the “data-driven 
economy,” which in turn is transforming into the “algorithmic economy,” 
in which the ability to use artificial intelligence (AI) is proving critical to 
firms’ success.  

AI promises significant social and economic benefits. However, those 
benefits can be diminished by poor regulations, especially those related to 
data processing, as data lies at the heart of AI. In particular, the General 
Data Protection Regulation (GDPR), while establishing a needed EU-wide 
privacy framework, will unfortunately inhibit the development and use of 
AI in Europe, putting firms in the EU at a competitive disadvantage to their 
North American and Asian competitors. The GDPR’s requirement for 
organizations to obtain user consent to process data, while perhaps being 
viable, yet expensive, for the Internet economy, and a growing drag on the 
data-driven economy, will prove exceptionally detrimental to the emerging 
algorithmic economy. To address these limitations in the GDPR, several 
European countries have pursued strategies to facilitate access to 
personal data by companies in specific industries. These isolated efforts 
are important but will not be sufficient to fully leverage the value of data 
and capture growth in the long term.  

The GDPR, in its current form, puts Europe’s future competitiveness at 
risk. Europe’s success in the global algorithmic economy requires a 
regulatory environment that is fit for AI but does not reduce consumer 
protections. If the EU wants to thrive in the algorithmic economy, it needs 
to reform the GDPR, such as by expanding authorized uses of AI in the 
public interest, allowing repurposing of data that poses only minimal risk, 
not penalizing automated decision-making, permitting basic explanations 
of automated decisions, and making fines proportional to harm. 

Without reforms to the 
GDPR, firms in the EU 
will find it harder to 
develop and deploy AI, 
and thus will lose out to 
competitors in North 
America and Asia. 
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INTRODUCTION 
Technological progress has shaped the global economy over the last three 
decades. From the mid-1990s until the early 2000s, the Internet economy 
gave rise to a global network that fundamentally changed how firms 
communicated, collaborated, and delivered products and services. The 
mid-2000s saw the advent of a data economy, in which public and private 
organizations increasingly used data and analytics to make better 
decisions. One of the most visible changes of the data economy has been 
the rapid growth of cyber-physical systems, or the Internet of Things, which 
have led to the development of smart homes and smart cities, wearables 
for fitness and health, and industrial applications such as smart factories. 
The world is now moving into what is best described as an algorithmic 
economy wherein the ability of organizations to thrive correlates with their 
ability to use data through AI.1  

The EU has made clear it wants global leadership in AI. The EU’s 
coordinated plan on AI reads, “Overall, the ambition is for Europe to 
become the world-leading region for developing and deploying cutting-
edge, ethical and secure AI.”2 Given that both access to, and ability to use, 
data is often a necessary prerequisite for developing and using AI 
effectively, the importance of data will continue to grow in the algorithmic 
economy. Indeed, the EU’s coordinated plan on AI states, “AI needs vast 
amounts of data to be developed ... The larger a data set, the better AI can 
learn and discover even subtle relations in the data.”3 And the plan calls 
for the creation of “common European data spaces” in sectors such as 
manufacturing and energy to support the development and adoption of AI.  

Laws and regulations affecting algorithms and data will be key factors in 
determining how effectively each nation’s firms will be able to compete in 
the global algorithmic economy. In particular, the GDPR, the EU’s new 
privacy law, has diminished, and will continue to limit, Europe’s ability to 
develop and use AI. Perhaps the biggest negative impacts from the GDPR 
will be on the ability of organizations to use personal data in the 
algorithmic economy. Given that the GDPR is a new law, some EU 
policymakers may be skeptical about changing it at this time. However, 
while the law has created some benefits for both businesses and 
consumers, by many metrics, it is also clear the GDPR has created a 
number of unintended consequences. Most notably, the law has imposed, 
and will continue to impose, significant compliance costs on 
organizations.4 In addition, the GDPR has decreased competition in certain 
sectors, such as online ad markets, and reduced venture capital 
investment in European start-ups—the latter costing Europe up to 39,000 
jobs.5 The GDPR is thus ripe for improvement. 

Indeed, there is growing awareness in Europe of the importance to EU 
growth and competitiveness of improving commercial data collection and 
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sharing. For example, a report produced on behalf of the European 
Commission notes that one of the most significant barriers to data sharing 
is “difficulties in meeting the legal requirements on data protection in a 
business-to-business context,” and recommends, “The European 
Commission and national governments should keep a minimal regulatory 
approach to foster B2B data sharing.”6 And AI4EU, the European Union’s 
signature AI project designed to develop a comprehensive European AI 
ecosystem, has made creating a common platform for sharing data sets a 
key priority.7 While EU policymakers should remain committed to the 
overall goals of improving consumer protection, they should also embrace 
opportunities for reforming the GDPR to make it more suited to the 
algorithmic economy. 

Specifically, EU policymakers should: 

▪ Expand data processing in the public interest 

▪ Allow repurposing of data that poses only minimal risk 

▪ Not penalize automated decision-making 

▪ Permit basic explanations of decisions 

▪ Make fines proportional to harm 
 

These reforms should happen quickly, as time is of the essence. Many 
nations are moving forward quickly to develop and deploy AI—and 
businesses in these countries will have an advantage.8 In particular, EU 
companies subject to the GDPR will face a regulatory environment that 
makes it harder to develop and deploy AI, and thus will lose out to 
competitors in North America and Asia.  

THE IMPORTANCE OF AI IN THE ALGORITHMIC ECONOMY 
Since the 1950s, computer scientists have worked to develop AI—
computer systems that perform tasks characteristic of human intelligence, 
such as learning and decision-making. But only in the last decade have 
they had all the technological building blocks necessary to achieve their 
vision. Advances in hardware, including faster processors and more 
abundant storage, plus larger data sets and more capable algorithms, have 
unlocked many more opportunities throughout the economy to use AI, such 
that AI is now poised to become a key driver of innovation, growth, and 
societal welfare.9 In particular, much progress has occurred because of 
advances in machine learning—a subfield of AI in which algorithms use 
data to automatically and iteratively build new analytical models—thus 
allowing them to learn how to solve problems within specific contexts 
without being explicitly programmed for a particular solution.10 
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Although the exact economic value AI will generate is difficult to predict, it 
will certainly have a substantial and lasting impact on the economy by 
increasing the level of automation in virtually every sector, leading to more 
efficient processes and higher-quality outputs, and boosting productivity 
and per capita incomes.11 According to the business consultancy 
McKinsey, the total annual value of applying advanced AI techniques and 
analytics across industries is already between $9.5 trillion and $15.4 
trillion globally.12 Recent estimates suggest it will likely provide economic 
growth equivalent to adding 13 new Australias, 186 times Bill Gates’s net 
worth, or 10 times Apple’s market capitalization to the global economy.13 

Some studies suggest AI could significantly increase annual national 
economic growth rates. Accenture has estimated that, for the 12 countries 
it surveyed, AI would boost labor productivity rates by 11 to 37 percent by 
2035.14 Specifically, those rates would increase by 37 percent in Sweden, 
29 percent in Germany, 27 percent in the Netherlands, and 25 percent in 
the United Kingdom.15 

Algorithms power software and mechanical systems that are more 
productive than humans. By automating repetitive tasks, AI offers the 
potential to relieve workers from performing tedious manual or 
administrative tasks.16 For example, businesses are using AI to automate 
routine back-office duties such as processing invoices and onboarding new 
employees. Agricultural firms are using AI to expedite labor-intensive farm 
work, such as building automated greenhouses and designing robots to 
harvest fruits and vegetables on traditional farms.17 And law firms are 
using AI for time-consuming tasks that involve large volumes of 
documents, such as electronic discovery, due diligence, and  
contract review.18  

Business operations and management processes are becoming more 
efficient with AI. Businesses use AI to perform, monitor, and optimize 
manufacturing processes, engage with customers using chatbots, and 
analyze sensor data to predict when machines need maintenance in order 
to reduce failures and downtime.19 Using AI, companies can analyze a 
variety of data, including historical sales data, advertising campaigns, 
prices, and weather forecasts, to develop highly accurate supply-chain 
forecasts, thereby reducing warehousing costs and minimizing sales lost 
due to products being unavailable.20 

Besides boosting economic productivity, AI can also help address pressing 
challenges related to the environment, public health, and transportation, 
among others. For example, utilities are using AI to optimize wind farms, 
conservationists are using AI to stop illegal poaching, and government 
agencies are using AI to stop fraud.21  
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AI is set to boost breakthroughs in health care, with pharmaceutical 
companies already using AI to discover lifesaving drugs and personalize 
treatments, and health care providers using AI to diagnose, treat, and 
monitor patients more effectively.22 For example, researchers have shown 
that machine learning algorithms can more reliably detected skin cancer 
from images than can dermatologists.23 And start-up Suggestic’s mobile 
app analyzes medical research publications to deliver personalized 
recommendations to patients with diabetes on how to improve their diet 
and better manage their disease.24 

Indeed, many consumers routinely use AI in their daily lives. Popular online 
services use AI to reduce spam, suggest movies, prioritize news updates, 
and help finish sentences in email and text applications.25 AI can automate 
repetitive tasks such as sorting and labeling photos, and identifying 
locations and people who appear in multiple photos.26 Consumers receive 
alerts from credit card companies when algorithms detect irregular 
behavior patterns in their spending habits, thereby reducing fraud.27 And AI 
is at the core of personal assistants, such as Siri, Cortana, and Alexa, that 
can schedule meetings, translate foreign languages, and even make phone 
calls to book reservations, such as at restaurants or beauty salons.28  

These examples only scratch the surface of how AI is driving innovation 
across sectors and has the potential to bring significant benefits to the 
economy and society.  

THE GDPR HURTS AI IN THE EU 
Data is a key enabler of AI. In particular, many applications of machine 
learning algorithms require vast amounts of high-quality training data. 
However, organizations face a number of barriers limiting their ability to 
access the data necessary to take advantage of AI effectively. Indeed, a 
2017 survey of data scientists found that “access to data” was the top 
barrier to successful AI projects.29  

A key barrier to collecting, sharing, and using data in the EU is the GDPR, 
the new European privacy law that went into effect on May 25, 2018. The 
GDPR creates specific rules for how individuals may access, rectify, 
transfer, and delete personal data held by third parties. All organizations 
doing business in the EU must comply with the GDPR—although many have 
failed to do so.30 Given AI’s heavy reliance on data, the GDPR’s rules for 
data have substantial implications for the development and use of AI—
especially applications involving machine learning.31 

The GDPR has had a number of unintended negative consequences for the 
EU’s competitiveness in AI. Indeed, it has become clear that because the 
GDPR was initially drafted in 2014, before awareness of machine learning 
was widespread, policymakers did not properly consider its impact on AI. In 
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many ways, it would have been better to have delayed the GDPR process 
by a year or two, as that would have given drafters more insight into the 
algorithmic economy. Nevertheless, this oversight has made the GDPR 
unfit for the emerging algorithmic economy. In particular, the GDPR has 
created artificial scarcity of data by making it more difficult for 
organizations to collect and share data. In addition, it has made it more 
difficult for companies to use AI applications that automate decision-
making regarding individuals using personal information.32 As a result, the 
GDPR has put the EU at a competitive disadvantage in the development 
and use of AI. 

The GDPR Limits Collection and Use of Data 
The GDPR generally prohibits organizations from using data for any 
purposes other than those for which they first collected it. Article 5 requires 
data be “collected for specified, explicit and legitimate purposes,” and 
“adequate, relevant and limited to what is necessary.”33 These two 
restrictions—purpose specification and data minimization—significantly 
limit organizations innovating with data by restricting them from both 
collecting new data before they understand its potential value and reusing 
existing data for novel purposes. However, it is not always feasible for 
companies to know what data is most valuable or will yield the most 
important insights. Indeed, organizations often create new value by 
combining data sets, which makes it difficult to predict the future value of 
data sets at the outset.34 As noted earlier, many machine learning systems 
benefit from access to large data sets, which allows them to improve their 
accuracy and efficiency. For example, British company Benevolent AI uses 
AI to accelerate the discovery, development, and delivery of new drugs. 
Because the system mines and analyzes medical information, such as from 
clinical trials and academic papers, limiting availability and access to such 
data hampers its ability to achieve results.35 By imposing unnecessary 
restrictions on the collection and use of data, the GDPR puts firms in the 
EU at a competitive disadvantage compared with firms in countries such as 
China, where companies have access to data on hundreds of millions of 
Internet and mobile phone users. 

The GDPR Restricts Automated Decision-Making 
The GDPR limits how organizations use personal data to make automated 
decisions about individuals in two ways.  

First, Article 22 of the GDPR establishes a right for individuals “not to be 
subject to a decision based solely on automated processing, including 
profiling, which produces legal effects concerning him or her, or similarly 
significantly affects him or her.”36 This means whenever companies use AI 
to make a decision about individuals, such as to decide whether to offer a 
loan, the data subject has the right to have a human review that decision. 
This requirement makes it difficult and impractical for companies to use AI 
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to automate many processes because they must develop, and be capable 
of offering at scale, a redundant and manual process for individuals who 
opt out of the automated one.37  

Having humans review automated decisions is costly. One of the primary 
reasons for using AI is to reduce the amount of time humans spend 
processing large quantities of data. However, the GDPR’s requirement 
effectively implies humans are still involved. And these costs only increase 
with the sophistication of the AI system because more complex systems 
are more difficult for humans to review, requiring more time and 
expertise.38 As the EU’s guidelines make clear, organizations “must ensure 
that any oversight of the decision is meaningful, rather than just a token 
gesture. It should be carried out by someone who has the authority and 
competence to change the decision.”39 This requirement effectively limits 
the viability of using AI to automate many processes involving personal 
data.40 Moreover, these requirements hold automated decision-making to 
a standard that does not exist for manual ones. As a result, the GDPR 
incentivizes companies to use humans to make decisions even when doing 
so is less effective or efficient. 

Second, Articles 13–15 require organizations to provide individuals 
“meaningful information about the logic involved” in automated decisions. 
This means firms must be able to explain how an AI system makes 
decisions that have significant impact on individuals.41 While the EU’s 
guidelines have clarified that these requirements do not necessarily 
require a full disclosure of the algorithm, the information provided should 
be “sufficiently comprehensive for the data subject to understand the 
reasons for the decision.”42 However, it is not always possible to explain 
why some AI systems, such as those involving neural networks, are  
behave in a particular way. As explained by Pedro Domingos, author of  
The Master Algorithm:  

The best learning algorithms are these neural network-based ones 
inspired by what we find in humans and animals. These algorithms 
are very accurate as they can understand the world based on a lot 
of data at a much more complex level than we can. But they are 
completely opaque. Even we, the experts, don't understand exactly 
how they work. We only know that they do.43 

This means organizations cannot always comply with requirements to 
explain the logic involved in an algorithmic decision-making process.44 And 
even when companies can potentially offer an explanation of the logic 
involved, they may not be able to do so in a way that is concise and uses 
plain language, as required by the GDPR. As a result, these regulations will 
force many businesses to not use certain types of AI systems, especially 
more sophisticated ones, even when they may be more accurate, safe, and 
efficient than the alternatives.  
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The GDPR Increases Compliance Costs and Risks 
The GDPR subjects organizations using AI to substantial compliance costs 
and risks. First, organizations must comply with a number of provisions in 
the GDPR that impose direct costs, such as obtaining affirmative consent 
from individuals to process their data, and hiring data protection officers. 
For example, the initial costs of compliance for Fortune Global 500 
companies, the biggest firms worldwide by revenue, will amount to $7.8 
billion.45 Second, organizations face substantial compliance risks because 
of ambiguous provisions in the law, uncertainty about how these provisions 
will be interpreted by data protection authorities, and steep fines from 
regulators for violations—whether intentional or not.46 As noted in a report 
produced on behalf of EC, “[e]ven larger companies find it sometimes 
challenging to keep abreast of the various legal rules that govern data 
collection and governance, the obligations they lay down and the concrete 
implications for their business.”47 This risk and uncertainty means 
companies are going to be increasingly erring on the side of caution and 
limiting their use of data, even in ways that go beyond the law’s original 
intent to avoid future entanglements with regulators. Moreover, 
compliance costs may come at the expense of investments in AI. 

While some of these ambiguities may eventually be cleared up in court, 
businesses not subject to the GDPR, such as those in the United States 
and China, will be moving ahead quickly without waiting to exit this 
regulatory limbo.48 Therefore, unless amended, the GDPR will have a 
negative impact on the development and use of AI in Europe, putting 
European firms at risk of a competitive disadvantage in the emerging 
global algorithmic economy.49  

EU MEMBER STATE AI INITIATIVES 
EU member states are pursuing a number of initiatives, including national 
AI strategies and bilateral partnerships, to promote the development and 
deployment of AI. In particular, they are pursuing efforts to expand the 
availability and use of data for AI, including by authorizing data processing 
in the public interest, establishing data trusts, and promoting government 
open data. Many of these efforts are useful and necessary in order to 
expand the EU’s competitiveness in AI. However, they will not be sufficient 
to overcome the limitations created by the GDPR, or fully leverage the 
value of data in the long term because they are only occurring in some 
member states, are limited to some sectors, and cannot overcome all of 
the limitations in the GDPR.  

National AI Strategies 
In December 2018, the European Commission released a “Coordinated 
Plan on Artificial Intelligence,” which encourages all European member 
states to develop their own national AI strategies by mid-2019, and work 
with the Commission to develop common metrics to measure AI adoption. 
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While some member states have already created national AI strategies, 
others have not or have only included dimensions of AI within broader 
digital strategies. Moreover, every member state is different, so the 
policies, priorities, and financial commitments in each national AI strategy 
will vary. 

A key focus in many of the national AI strategies is creating greater access 
to data. However, most of these AI strategies focus on nonpersonal or 
public sector data. For example, the German AI strategy proposes granting 
researchers and developers broader access to public data, which is to 
become “open by default.”50 Denmark plans to exploit its high-quality 
public sector data by making five public sector data sets accessible to 
businesses, researchers, and public authorities as nonpersonal data.51 
Finland’s AI Strategy promotes public-private partnerships to facilitate both 
the free movement of data between businesses and public services, and 
the secondary use by data-driven companies of public sector information, 
as well as the use of data and AI in business-to-business markets.52 In 
France, the AI strategy calls for companies in certain sectors to be required 
to share their data more widely to maximize reuse—so long as it does not 
impact legitimate business interests.53 (In cases where there is an impact, 
only public authorities would then gain access to the data.)  

In addition, many EU member states are focused on the ethical use of data 
with AI. France has established an AI ethics committee, the United 
Kingdom has created a Centre for Data Ethics and Innovation, and 
Germany has set up two commissions: the Data Ethics Commission and 
the Enquete-Commission on AI.54 

Bilateral Agreements on AI 
Some member states are establishing bilateral agreements around AI and 
data. Finland has issued a joint statement with France for cooperation on 
AI that seeks to share best practices in priority sectors such as health care 
and future mobility.55 The United Kingdom’s Alan Turing Institute and 
France’s DATAIA Institute have reached an agreement to share expertise 
on AI and innovation, for instance, by engaging in joint projects to design 
and develop algorithms, and hosting visiting researchers.56 And two of 
Europe’s key electronics and nanotechnologies research centers, the 
Belgian Imec Institute and the French CEA-Leti Institute, have agreed to 
develop a European center of excellence through a strategic partnership in 
AI and quantum computing.57 These initiatives will pave the way for 
collaborative research in areas of shared interest. 

Data Processing in the Public Interest 
The GDPR allows for the collection and use of personal data in cases of 
important public interest—a loophole to the consent requirements in the 
regulation. National governments can and should use this authority 
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liberally, including in areas such as health care, education, and the 
environment. France is planning to enact rules to allow companies in 
specific industries to access and leverage personal data without obtaining 
user consent to support their domestic AI initiatives. These efforts may play 
a key role in mitigating the negative impact of the GDPR on access to data 
in certain sectors.  

The recent French AI strategy is an example of how member states can 
proactively use the clause that grants them the authority to repurpose and 
share personal data in sectors that are strategic to the public interest—
including health care, defense, the environment, and transport. The 
potential is significant. For example, French state-run hospitals have a 
goldmine of medical records. The French strategy mentions that “in certain 
cases, the sharing of data ... needs to be encouraged in the interests of 
security, where solutions using artificial intelligence are concerned.” More 
broadly, France sets out to “promote the paradigm shift at work in the 
digital economy and highlight the advantages of free access in the 
development of AI.”58 

Data Trusts 
Organizations developing and deploying AI need to be able to share data 
with others working in a particular area, such as health care or 
transportation. However, the GDPR’s complexity creates significant 
compliance challenges to doing so. For organizations to exchange data 
more easily and frequently, the United Kingdom has proposed the creation 
of “data trusts,” which it defines each as “not a legal entity or institution, 
but rather a set of relationships underpinned by a repeatable framework, 
compliant with parties’ obligations, to share data in a fair, safe and 
equitable way.”59 The objective is to make it easier for organizations by 
establishing reusable data sharing agreements endorsed by both industry 
and government.60 These agreements would also facilitate the exchange of 
sensitive and proprietary data that might otherwise not be shared.61  
The importance of business-to-business data sharing, and the need to 
develop data sharing frameworks, has been noted by the European 
Commission and the Organization for Economic Co-operation and 
Development (OECD).62 

Open Data Practices 
EU member states can create and share more government open data—
data the government makes freely available without restriction—that 
supports the development and adoption of AI. As the European 
Commission noted in its policy on open data, “Allowing public sector data 
to be re-used for other purposes, including commercial ones, can ... 
become a critical asset for the development of new technologies, such as 
AI, which require the processing of vast amounts of high-quality data.”63 
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At the EU level, the European Commission has introduced open data 
initiatives that expand the possibility of reusing more data and facilitate 
data sharing. Includes with these efforts is a proposal to update the Public 
Sector Information Directive to increase the availability of public sector 
data and facilitate its reuse and sharing, such as by limiting charges  
for reuse.64 

Many EU member states have their own open data initiatives, but there is a 
lot of variation in the amount and quality of open data they make 
available.65 For instance, few countries have appointed chief data officers 
to oversee their open data efforts and other strategic initiatives to leverage 
the value of government data.66 And despite its solid data quality and 
release of data for improved governance and innovation, France does not 
perform strongly ensuring data is usable or creating a policy of openness 
by default.67 

RECOMMENDATIONS 
The EU finds itself at a critical moment. Member states are increasingly 
awakening to a better understanding of the value of data and the 
importance of pursuing national AI strategies to secure national 
competitiveness, while there is mounting empirical evidence of the barriers 
and limitations that the GDPR has created toward realizing this future. 
Mending, not ending, the GDPR should be on the table if the EU plans to 
seriously pursue its AI ambitions. However, many EU policymakers are 
resistant to this idea because they consider the GDPR to be an ethical 
commitment they cannot walk away from, and any attempt at improvement 
would be seen as an admission of a mistake. 

There are at least two problems with this view. First, the choice is not 
between upholding fundamental rights and ignoring them, but rather of 
choosing which rights and values to uphold. As noted earlier, there are 
many applications of AI that will save human lives, reduce worker injuries, 
protect the environment, and deliver other social goods. Pursuing policies 
that enable data-driven research that will lead to a cure for a rare 
childhood illness, for example, is a valid ethical option. When considering 
reforms to the GDPR, policymakers should understand that they are 
making a choice about what to prioritize. Second, the EU can make reforms 
to the GDPR that enable greater data sharing and use of AI, but do not 
undercut the protection of human dignity, legitimate interests, and other 
fundamental rights. 

Moreover, the pursuit of reforms to the GDPR should not be seen as a 
potential conflict between government and industry, but rather as a 
potential collaboration in pursuit of shared goals, such as reducing 
unnecessary regulatory complexity, protecting consumer welfare, and 
making Europe more competitive in AI. These types of reforms would likely 
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receive broad support within the EU. Indeed, many European and 
multinational firms have made their own commitments to upholding 
fundamental human rights as they manage user data that goes beyond  
the GDPR.68  

While EU member states should remain free to develop strategies to 
promote AI innovation through research and development (R&D) funding, 
skills and training initiatives, and public sector adoption of AI, they will not 
be able to overcome the restrictions of the GDPR unless Brussels changes 
the law. Instead, EU-level reforms to the GDPR and coordinated action on 
improving European-wide access to data are crucial to putting Europe on a 
path toward being competitive in the algorithmic economy.69 

The EU should eventually consider even more substantive changes to the 
GDPR to make it easier to comply with and less burdensome on 
organizations. In particular, the EU should drastically simplify the law, 
which includes over 250 pages of legal text, to make it easier for 
organizations to understand, as well as refocus its rules on preventing 
consumer harm, rather than tightly controlling how organizations collect 
and manage data. However, in the interim, it can and should pursue a 
smaller set of targeted updates to the GDPR, rather than a complete 
rewrite of the text, to make the regulation more fit for the purposes of AI.  

To reform the GDPR for the algorithmic economy and improve the 
regulatory environment for AI in Europe, policymakers should take the 
following steps. 

Expand Data Processing in the Public Interest 
The GDPR allows member states to exempt certain types of data 
processing from its requirements when it is in the public interest. However, 
this requires member states to take legislative action to create these 
exemptions—which only apply to specific markets—thereby defeating the 
intent of the GDPR to create a single digital market. Therefore, the EU 
should amend the GDPR to allow data processing in the public interest that 
has been authorized by an independent advisory body responsible for 
promoting data innovation in Europe. This would create EU-wide 
exemptions to encourage the use of AI in areas such as health care, 
education, and the environment. 

Allow Repurposing of Data That Poses Minimal Risk 
The GDPR restricts organizations from repurposing data beyond its original 
intended use without re-obtaining consent from individuals, thereby limiting 
the ability of organizations to experiment and innovate with lawfully 
collected data. But many, if not most, of the likely uses of repurposed data 
would be beneficial to consumers. The EU should amend the GDPR to 
permit organizations to repurpose data already collected, as long as doing 
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so poses only minimal risk of harm to individuals and does not involve the 
transfer of data from one controller to another.  

Do Not Penalize Automated Decision-Making 
The EU should remove the broad right to human review of algorithmic 
decisions from the GDPR. This requirement makes it more expensive for 
organizations to use AI, and forces them to use less accurate AI systems, 
while also failing to protect consumers from unfair decisions, as human 
decisions can be even more inscrutable and biased than decisions made 
by algorithms. The EU should also amend the GDPR to make any 
requirements for transparency, oversight, or explanation technology-neutral 
and based on the nature and seriousness of the decisions at hand—such 
as a right to appeal credit decisions—instead of basing them on whether a 
particular decision is made by a human or an algorithm. 

Permit Basic Explanations of Decisions 
As noted, the GDPR should be amended to not distinguish between 
algorithmic and human decisions. However, wherever it still requires 
organizations to disclose information about decision-making processes, the 
GDPR should be amended such that organizations using algorithms need 
only disclose basic information about how their systems work and the data 
involved, rather than detailed information about the logic, which may not 
be available, may be impractical to provide, or would require disclosing 
proprietary information.  

Make Fines Proportional to Harm 
The EU should amend the GDPR to make fines for violating GDPR rules 
proportional to both the level of harm to the data subjects and the 
company’s level of culpability for the violation. This would minimize the 
threat of unjustifiably high fines for relatively minor violations of some of 
the GDPR requirements that are of most concern to organizations using AI, 
such as providing insufficient disclosures in order to meet explanation and 
transparency requirements about algorithms. 

CONCLUSION 
The emergence of AI as a key driver of innovation has created a significant 
threat to European competitiveness. While the EU is launching some 
ambitious efforts to accelerate the adoption of AI, its data protection 
regulations impede organizations in the EU from both leveraging large 
volumes of data to develop and deploy machine learning systems and 
using AI systems involving automated decision-making in many sectors. 
Without reforms to the GDPR, the EU will be at a structural disadvantage in 
the global race to adopt AI, and will likely find itself facing fierce global 
competition in key sectors of its economy as other nations move forward 
more quickly in using AI to gain a competitive advantage.  
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AI is rapidly evolving, and the EU needs to ensure the GDPR evolves as 
well. Unless EU policymakers make some relatively modest but important 
changes to the GDPR, the EU will be unable to achieve its vision of 
becoming a leader in the algorithmic economy. 
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