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U.S. AI Policy Report Card 
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Policy discourse on artificial intelligence (AI) in the United States is 
at an all-time high. The 117th Congress was the most AI-focused 
congressional session in history with 130 AI bills proposed in 2021 
compared with just 1 in 2015.1 Given this high level of interest from 
lawmakers, it is a good moment to take stock of the 
accomplishments of U.S. AI policy to date, as well as areas where 
there is room for continued progress toward U.S. leadership in this 
space. 

EXECUTIVE SUMMARY 
In the United States, there are three sets of institutions that are primarily 
responsible for initiating, importing, modifying, and diffusing AI: private firms, 
publicly funded national laboratories, and universities with funding from 
government, industry, and donors. AI policy refers to the public means for 
nurturing the capabilities and activities of this AI ecosystem and optimizing its 
applications in the service of national goals and the public good. When 
government institutions and policies act properly, AI innovation flourishes. 
When government fails to act or misfires, so too does AI innovation.2 

This report analyzes how the United States is performing across nine of the 
most prominent policies the U.S. government uses to support AI innovation 
and competitiveness. We split these policies into two groups. First are 
innovation policies that directly spur AI innovation and competitiveness. 
These include six types of policies that support AI research, strengthen the AI 
workforce, spread AI tech hubs across the country, facilitate access to AI 
resources, promote government adoption of AI, and help develop technical 
standards for AI. Second are legal and regulatory policies that shape the 
environment for AI innovation. These include three types of policies that 
regulate the use of AI systems, incentivize AI activity through intellectual 
property (IP) rights, and support AI development through international trade. 

The following report card summarizes our findings for each policy area and 
provides an achievement level. To be failing expectations in a policy area 
means the policies in place—or lack thereof—are causing the United States to 
fall behind its competitors. To be approaching expectations means the 
policies in place are only partially or inconsistently bolstering U.S. AI 
innovation and competitiveness. To be meeting expectations means the 
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policies in place are keeping the nation on par with its competitors. And to be 
surpassing expectations means the policies in place are properly supporting 
U.S. AI leadership. In the following sections, we provide detailed 
recommendations for how U.S. policymakers can improve. 
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AI INNOVATION POLICIES 

SUPPORTING AI RESEARCH & DEVELOPMENT 
Overall grade: Approaching expectations        

Reason: Current levels of direct federal AI spending and tax 
support are below what is needed to sufficiently support AI 
R&D at levels keep the country competitive.  

DIRECT AI R&D SPENDING 
Robust federal research and development (R&D) investment is needed to 
advance AI for two main reasons. First, to make up for the fact that the 
private sector invests less than societally optimal levels in AI research 
because they are almost never able to capture all the spillover benefits of 
their initial investment, or capture these benefits fast enough, to justify 
investing at the same level as the government. The knowledge they create 
spills over into the knowledge commons and competitors are able to 
capitalize on it. This is especially true in the case of basic research, which is 
more costly and riskier than applied R&D.3 Second, the private sector tends 
to narrowly focus its research on only the AI fields that are commercially 
relevant and economically beneficial, rather than on all those that might 
advance the public good. To see this, consider that only 18 percent of the AI 
algorithms in use today originated from the private sector, according to a 
2020 study by researchers at the Massachusetts Institute of Technology and 
the University of Pennsylvania.4 The other 82 percent originated from 
research at federally funded institutions.  

The Obama administration was the first to commission a federal strategy to 
guide federal investment in AI R&D, which the Networking and Information 
Technology Research and Development (NITRD) subcommittee published in 
October 2016. Called the National AI R&D Strategic Plan, it outlined seven 
strategies to help guide the overall portfolio of federal investments: 

• Make long-term investments in AI research 
• Develop effective methods for human-AI collaboration 
• Understand and address the ethical, legal, and societal implications 

of AI 
• Ensure the safety and security of AI systems 
• Develop shared public datasets and environments for AI training and 

testing 
• Measure and evaluate AI technologies through standards and 

benchmarks 
• Better understand the national AI R&D workforce needs5  

The Trump administration updated the plan in 2019 with an eighth strategy 
to expand public-private partnerships to accelerate advances in AI and 
imbued the existing plan with a stronger focus on maintaining U.S. 
leadership.6 



 
 

 

 
CENTER FOR DATA INNOVATION 4 

While NITRD’s AI R&D Strategic Plan provides a national framework for AI 
R&D priorities, it does not direct policy or funding. Instead, the president and 
Congress set nondefense AI R&D priorities and funding for each federal 
agency through an annual fiscal year budget, with defense spending set 
through a separate bill called the National Defense Authorization Act (NDAA). 
Figure 2 shows a breakdown of the Biden administration’s budget request for 
nondefense AI R&D in FY 2022 and the amount enacted in FY 2021. In total, 
funding for nondefense AI R&D increased from around $1.6 billion to $1.7 
billion.  

Figure 1: AI R&D investment (in millions of dollars)7  
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The Biden administration has been pushing for even more AI R&D, identifying 
AI as one of the breakthrough technologies in line for increased federal 
investment over the next four years. The administration’s budget request for 
FY 2022 includes a little more than $1.7 billion, which includes funding for 
federal agencies to create a national network of AI research centers, as 
Congress directed in the National AI Initiative Act of 2020.8 The 
administration announced its budget request for FY 2023 in March 2022, 
indicating it will request even more funding for major investments in AI. For 
instance, the budget includes a request for $187 million for the National 
Institute of Standards and Technology (NIST) to expand research initiatives 
focused on accelerating AI adoption through technical standards 
development.9 Additionally, the Senate passed the U.S. Innovation and 
Competition Act (USICA) in 2021, which includes a proposal to create a new 
National Science Foundation (NSF) directorate focused on technology and 
innovation. The Senate’s bill would authorize $9.3 billion for the directorate 
by FY 2026 to strengthen the leadership of the United States in a range of 
critical technologies, not just AI.10 

The question becomes, How much federal AI R&D funding is enough to 
accelerate AI innovation and keep the nation competitive? According to the 
National Security Commission on AI (NSCAI), an independent commission 
established by Congress in 2018 to review the steps the United States needs 
to take to advance AI development, the United States should be doubling 
investments in nondefense AI R&D annually from the baseline of $1 billion in 
FY 2020 in order to reach $32 billion in FY 2026, which would bring federal 
AI spending to a level on par with biomedical research.11 Federal funding 
should therefore be at least $2 billion in FY 2022 and increase to $4 billion 
in the FY 2023 budget.   

To improve the overall effectiveness and productivity of federal AI R&D, the 
National AI Initiative Act of 2020 also established an agency called the 
National AI Initiative Office (NAIIO) within the Office of Science and 
Technology Policy (OSTP) to coordinate federal support for AI R&D, education 
and training, and research infrastructure. The office is still new, and how 
effective it will be at coordinating federal AI R&D activities remains to be 
seen. 

Recommendations for improvement: 
 Congress should increase AI R&D funding in FY 2023 to at least $4 

billion. The Senate’s proposed funding of $9.3 billion by FY 2026 for 
a new NSF directorate would get the United States part of the way to 
this goal if this provision is included in the final competitiveness 
legislation both chambers of Congress are working to bring across the 
finish line. But to ensure the United States is on track to reach 
funding levels that keep the nation competitive in AI specifically and 
across agencies, Congress should increase overall AI R&D funding to 
$4 billion in FY 2023. 

 NITRD should update the National AI R&D Strategic Plan to include 
measuring and monitoring the capabilities of AI systems. Today, it is 
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difficult for policymakers to identify the specific needs and priorities 
of the research community because government lacks the capacity 
and infrastructure to systematically measure and monitor the 
capabilities of the AI ecosystem.12 Investing in better metrics would 
enable policymakers to better identify where research could support 
policy needs. 

R&D TAX CREDIT 
Economists have shown that the R&D tax credit, which provides a tax break 
for companies incurring R&D costs, is an effective tool to encourage private 
companies to invest in R&D. Importantly, studies of R&D incentives show that 
they not only spur firms to do more R&D than they would otherwise do, but 
also lead to more of that R&D to be performed in the jurisdictions with the 
incentives.13  

Stimulating private investment in AI R&D is crucial to cementing U.S. 
leadership in AI because the private sector in the United States plays a 
uniquely important role in conducting AI R&D.14 Consider the findings from 
Stanford University’s 2021 AI Index report on R&D activities around the 
world. The report finds that the highest proportion of peer-reviewed AI papers 
in every major nation come from academic institutions, but the United States 
is distinct in that the second most important originators come from industry, 
with corporate-affiliated research representing 19.2 percent of the total 
publications (figure 1).15 By contrast, government is the second most 
important in China (15.6 percent) and the European Union (17.2 percent).  

Figure 2: The biggest AI R&D originators, excluding academia, in China, the 
EU, and the United States  

 

Unfortunately, tax incentives in the United States for R&D are quite minimal. 
The country ranks 32nd out of 34 comparable Organization for Economic 
Cooperation and Development (OECD) and BRIC (Brazil, Russia, India, and 
China) nations, having slipped from 24th place in 2020.16 As of 2022, a 
provision in the 2017 Tax Cuts and Jobs Act (TCJA) no longer allows 
companies to expense current R&D costs in the first year (to deduct the costs 
of R&D from their taxable income in the year they incur those costs) and 
instead requires costs to be amortized over a period of five years, effectively 
reducing the R&D subsidy by about 5 percentage points, from around 9 
percent to 4 percent.17  
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This change reduces the U.S. comparative advantage in all innovation-based 
industries. But because the private sector plays a unique role in AI R&D 
compared with other countries, the impact on AI competitiveness is outsized.  

Fortunately, the Biden administration has indicated support for enhancing tax 
incentives for R&D. In response to a question from Senator Todd Young (R-IN) 
about maintaining the immediate deductibility of R&D expenses, U.S. 
Treasury Secretary Janet Yellen said: 

[P]romoting innovation is a critical priority for President Biden, and it 
is a very important contributor to productivity growth in this country. 
And we’re absolutely looking for ways to do that, and certainly 
continuing to allow firms to expense R&D rather than shifting to 
amortizing could be one very effective way to bring that about. There 
could also be more generous R&D tax credits. There might be other 
approaches, but many OECD countries do permit expensing of R&D. 
So this is something we certainly would want to work with you on and 
find a way to be supportive of more tax support for R&D.18 

Recommendations for improvement: 
 Congress should lift the overall R&D subsidy rate to levels on par with 

comparable countries to better incentivize private sector AI R&D. As 
the Information Technology and Innovation Foundation (ITIF) 
explained in its 2020 report Enhanced Tax Incentives for R&D Would 
Make Americans Richer, a fiscally responsible target would be to 
increase the overall subsidy rate to at least 15.5 percent from 9.5 
percent. This target could be reached by increasing the rates for the 
two main investment tax credits the government uses (the Regular 
Credit and the Alternative Simplified Credit) to 43.5 percent and 30.5 
percent, respectively.19 

 Congress should broaden and expand the R&D credit for 
collaborative research. The United States provides a 20 percent tax 
credit for collaborative R&D to encourage private sector investment in 
research conducted at universities, federal laboratories, and research 
consortia. But it only applies to energy research. Congress should 
eliminate the energy restriction to support collaborative research in 
other research areas, including AI.20  

SPREADING AI TECH HUBS 
Overall grade: Meeting expectations              

Reason: The government could take a more rigorous 
approach to better choose the most promising potential AI 
growth centers for investment. 

Many innovation and competitiveness scholars point out that America’s most 
innovative firms frequently cluster together in small, relatively well-defined 
regions.21 Innovation clusters offer several benefits for the AI industry. For 
one, in the early stages of technology development, clusters tend to produce 
and exchange industrial “gossip” about production processes that helps 
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nearby firms be more competitive and productive while distant firms either 
never receive this information or hear about it too late.22 For another, 
industry clusters can create efficient markets for inputs that are specific to an 
industry. For example, manufacturers of customized AI chips want to be as 
close to as many AI companies as possible because outside of AI system 
production, there is little market for their products. 

The problem is, while the clustering of AI skills and firms promotes innovation 
and growth within regions, hyperconcentration of the associated economic 
gains may further entrench the already imbalanced geography of the nation’s 
economy. As ITIF explained in The Case for Growth Centers, the innovation 
sector has generated significant technology gains and wealth but has also 
helped spawn a growing gap between the nation’s dynamic “superstar” 
metropolitan areas and most everywhere else.23 Among the superstar metro 
areas, the “winner take most” dynamics of the innovation economy have led 
to dominance, but also to livability and competitiveness crises: spiraling real 
estate costs, traffic gridlock, and increasingly uncompetitive wage and salary 
costs. Meanwhile, in many of the “left-behind places,” the struggle to keep up 
has brought stagnation and frustration. These uneven realities represent a 
serious productivity, competitiveness, and equity problem. 

Current AI activity in the United States is clustered around these existing 
superstar tech hubs. Indeed, figure 4 shows that the AI employment is 
highest in big tech hubs such as Austin, Boston, New York, the San Francisco 
Bay area, Seattle, and Washington, D.C. The graph also shows some less 
densely populated areas with higher shares of AI employment, such as in 
Colorado and New Mexico where there are U.S. national labs.24 

Figure 3: U.S. employment share in AI is highest in major cities25 

 

This is not surprising. AI is still an emerging technology, and the earliest 
stages of technology development are often spatially concentrated near the 
sites of key innovations.26 However, without federal efforts to counter the 
self-reinforcing dynamics inherent to network-based systems such as the AI 
industry, it is unlikely the AI economy will become more geographically 
dispersed.  
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Fortunately, the federal government is in the midst of a new realization that 
national action will be necessary to counter the current concentration of AI 
investments in just a few geographic regions. NSF is leading the effort to 
create the national network of AI research centers mentioned earlier, and in 
2021, it established 11 new AI research institutes with ties to 40 states, 
representing an investment of over $220 million and building on an earlier 
first round of institutes funded in 2020.27 NSF together with OSTP is also 
planning to spread centers of AI excellence across the country as part of the 
implementation plan of a National AI Research Resource (NAIRR), which is 
envisioned as a shared computing and data infrastructure.28 

As a 2021 Brookings report on the geography of AI notes, however, creating 
AI clusters in practice is a difficult task, and development strategies for 
regions should be realistic. There are at least 87 regions in the United States 
that have some AI research and commercialization capacities and are 
“potential AI adoption centers.” But these regions vary widely in their starting 
points with different research sectors and business activities.29 Policymakers 
should more comprehensively use data on their AI capacity and positioning to 
inform strategic decisions. 

Recommendations for improvement: 
 NSF should coordinate selecting AI growth centers with the 

Department of Commerce (DOC), which Congress has directed to 
create a regional innovation hub program. The Senate’s USICA would 
provide $10 billion to DOC to establish and grow at least 20 regional 
technology hubs while the House’s America COMPETES (Creating 
Opportunities for Manufacturing, Pre-Eminence in Technology and 
Economic Strength) Act authorizes $7 billion for at least 10 hubs. As 
NSF works to select the next most promising AI potential growth 
centers, it should coordinate its process for selection with DOC to 
ensure efforts are not duplicative and promising regions receive 
sufficient federal investment to make them successful. 

STRENGTHENING THE AI WORKFORCE 
Overall grade: Failing expectations              

Reason: AI education is uneven in scope and depth while 
outmoded immigration policies are preventing much-needed 
foreign talent from contributing to U.S. AI innovation. 

AI EDUCATION 

Primary and Secondary AI Education 
In the United States, the responsibility for primary and secondary education, 
including school financing, teaching credentials, and curricula fall on the 
states. Federal programs, including ones in the departments of Education, 
Agriculture, Health and Human Services, and Labor, also distribute billions of 
dollars in funding to address specific needs, such as low-income schools and 
child nutrition. Since states set their own educational priorities, the extent to 
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which schools implement curriculum standards that address AI varies across 
states and local school districts.  

On one hand, this decentralized approach allows for greater creativity and 
innovation in how schools develop and implement AI curricula, potentially 
enabling an increase in the quality of education. But divergent approaches 
can exacerbate disparities in how rigorous curricula are and the qualifications 
of educators.30 Indeed, integration of AI curricula in the United States is 
already uneven in both depth and scope. Many schools do not teach CS, 
which is seen as the first step in AI specialization.31 Only 51 percent of U.S. 
high schools offer foundational CS and only 23 of the 50 states and District 
of Columbia require all high schools to offer CS.32 The few schools that offer 
explicit AI courses also vary in the content and scope of their curricula. 
Consider the two U.S. public high schools with the most prominent AI 
curriculums: The North Carolina School of Science and Mathematics, a 
public, two-year boarding school that is administered by North Carolina’s 
university system, received a $2 million gift to launch an AI program in 2018 
to teach students how to use and create AI systems, with a strong focus on 
understanding the ethical implications associated with these technologies.33 
Seckinger High School, established with $79 million in funding by the 
Gwinnett County Public Schools district in Georgia, is incorporating AI courses 
in core subjects for its entire K-12 cohort.34 Its program introduces 
elementary school students to block coding—a basic form of computer 
programming that uses visual instruction blocks to construct games—while 
middle and high school students can learn programming languages and apply 
robotics and sensors to real-world applications.35   

An alternative to the U.S. approach is a more centralized, national 
government-mandated approach to AI education such as that of China, 
Korea, Bulgaria, and Kuwait.36 In China, for instance, the Ministry of 
Education revised its national education requirements for high schools in 
January 2018 to officially include pedagogical content for AI in its information 
technology curricula. All high school students, from those in the most 
prestigious schools in Beijing to those in the hundreds of rural classrooms in 
China’s outskirts, are required to complete an AI coursework module, which 
includes data encoding techniques; collecting, analyzing, and visualizing 
data; and learning and using a programming language to design simple 
algorithms, as part of a compulsory information technology course. 37 One 
pitfall of top-down approaches that mandate AI curricula, especially those 
with discrete AI curricula that have specific time allocations, textbooks, and 
resources, is that they can encourage students to engage in rote learning and 
discourage the type of independent and creative thinking that appears to play 
a supportive role in innovation and entrepreneurship. Germany has also 
mandated a national AI curriculum but is implementing a flexible integration 
mechanism that allows regions, school networks, and individual schools to 
decide whether the curriculum is embedded into other subject areas or 
delivered through out-of-school methods such as extracurricular activities.38 
These types of approaches may not be realistic within the realities of the U.S. 
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education system, but the federal government can play an important role in 
ensuring AI education is equitable and functions as effectively as possible.  

While the U.S. school system has not fully responded to the increased 
importance of AI skills, more employers, parents, and even students 
recognize the benefits of learning AI. Several nonprofits and advocacy groups, 
learning-programs, and courses have sprung up in response. Nonprofits such 
as Girls in Artificial Intelligence and Technology Education (GAITway), AI4ALL, 
Black Girls Code, and Girls who Code seek to increase access to AI education 
across gender lines and socioeconomic divides, introduce AI to students at a 
younger age, train more teachers, and put AI into more schools. The private 
sector is also reinforcing AI integration in schools through a number of 
different initiatives ranging from after-school programs to hackathons to 
summer camps. A 2021 report finds that for-profit companies are responsible 
for hosting 59 percent of the close to 450 AI and AI-related summer camps 
that exist across the United States.39 For example, iD Tech Camps is a 
summer computer camp held at more than 150 U.S. college campuses that 
offers AI and machine learning courses for 13 to 17 year olds.40 Some of 
these programs target populations typically underrepresented in AI and CS, 
such as Microsoft’s DigiGirlz High Tech Camps, which are multi-day tech 
programs for girls in middle and high school.41 Other private sector initiatives 
support teachers in-classroom learning by providing resources that aid 
learning, such as Google’s CS First curriculum, a virtual free-to-use CS 
curriculum for students ages 9 to 14.42 

Higher AI Education 
Unlike U.S. high schools, where AI and CS education is deemed subpar, some 
U.S. institutions of higher education boast strong AI programs, drawing 
students from around the world. Moreover, interest in studying AI and AI-
related courses at U.S. universities is surging as the market for these skills 
soars.43 But U.S. institutions are frequently unable to meet demand because 
too few universities are willing or able to sufficiently persuade the qualified 
professors they need to increase their faculties and offer more classes to 
students to pick working in academia over lucrative private sector jobs.44 
Moreover, many colleges and universities respond inadequately to 
“customer” demand because they are unwilling to reallocate resources for 
less in-demand academic programs to make budget space for more in-
demand ones such as CS. 

At the undergraduate level, very few universities offer specific AI majors. 
Carnegie Mellon University's School of Computer Science began offering an 
undergraduate AI degree to a maximum of 35 students each year beginning 
in 2018, but it was the first U.S. university to do so.45 While most colleges 
and universities offer CS bachelor degrees with AI concentrations or 
specializations, it is these CS majors in colleges across the country, from 
major state universities to small private colleges, that are increasingly being 
chosen by students. Swarthmore College, a private liberal arts college in 
Pennsylvania, has resorted to using a lottery system to select which students 
may enroll in CS classes—and in 2019, it implemented caps on the number of 
courses students may take in response to consistent “high enrollment 
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pressures.” It had hoped it could allay placing restrictions on entry with “more 
faculty lines for the department or an abatement of increasing enrollments,” 
but neither came to fruition.46 The University of Maryland, a public research 
university facing similar pressures, made its CS program a limited enrollment 
major in 2019, meaning students must now complete a series of gateway 
courses before being admitted.47 It also began instituting a differential pricing 
model for CS majors in 2015, along with engineering and business majors, 
charging students in these programs $5,600 more than their classmates for 
a four-year degree.48 Increasing the cost of CS tuition allows the university to 
reduce demand by leading some students who otherwise would major in CS, 
especially those who are financially disadvantaged, to turn to other fields and 
enables the college to expand its CS programs by hiring more professors and 
introducing more minors.49 But barriers like caps and weed-out classes often 
exacerbate gender and racial disparities in AI and CS.50 A better solution 
would be for the state of Maryland to provide more funding for CS education, 
while at the same time for the university to reallocate resources from lower to 
higher priority programs. Doing so could prove difficult in practice, however, 
due in large part to internal institutional resistance. Consider data from the 
National Center for Education Statistics, which shows that the number of 
bachelor’s degrees conferred in social sciences and history decreased by 7 
percent between 2009 and 2018 while those in CS increased by 124 
percent.51 Reallocating resources to support more CS courses means taking 
resources from social science and humanities courses, and as Stanford 
economist Paul Romer noted, a “university that has fixed investment in 
faculty who teach in areas outside of the sciences and that faces internal 
political pressures to maintain the relative sizes of different departments may 
respond to this pressure by making it more difficult for students to complete 
a degree in science.”52  

It is clear that educational institutions do not adequately respond to market 
signals. As a result, it is incumbent on states and the federal government to 
require or incentivize tertiary education institutions to expand their ability to 
train a broader group of students in AI and CS. Many federal agencies are 
also prioritizing investment in AI higher education. For example, the 2021 
National Defense Authorization Act directs NSF to fund AI initiatives for higher 
education (e.g., fellowships for faculty recruitment in AI) as well as AI 
curricula, certifications, and other adult learning and retraining programs. 

The private sector has been playing a role in supporting tertiary AI education 
just as it does in primary and secondary education, providing everything from 
certificate and online learning programs to subsidized access to AI systems 
for teaching.53 Perhaps no public-private AI partnership is as comprehensive 
as that of the University of Florida (UF) and Nvidia, a U.S. company that 
develops graphics chips. Anchored by a $25 million gift from UF alumnus and 
founder of Nvidia Chris Malachowsky, and an additional $25 million in 
hardware, software, training, and services from Nvidia, UF has launched an 
initiative to become an “AI University.”54 As part of this initiative, UF has 
incorporated AI into all undergraduate majors and graduate programs, 
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developed an undergraduate AI certificate program, and committed to hiring 
100 faculty members in AI and applications.55 

WORKFORCE TRAINING 
Providing AI education is important, but national policy needs to also help 
incumbent workers. One problem impeding successful workforce policies is 
that while schools are primarily responsibility for equipping the future AI 
workforce with the requisite skills and knowledge they will need to succeed in 
an AI economy, there is little agreement about the respective responsibilities 
of individual workers, employers, and government in training the existing 
workforce.  

Complicating matters is that there is no commonly agreed upon definition of 
what constitutes “AI expertise” or the “AI workforce,” which means there is no 
common definition of a skills gap problem despite broad consensus that 
there is one. Indeed, existing literature on the AI labor market vastly 
disagrees on the pervasiveness, scale, and concentration of skills 
misalignments. As a 2019 report from the Center for Security and Emerging 
Technology (CSET) explains, there are many types of AI expertise one can 
include in a measure of the AI workforce, ranging from a top computer 
scientist who can lead an AI R&D team to an entry-level engineer who is not 
an AI specialist but has sufficient skills to execute coding tasks.56 There are 
also many different domains of expertise; AI systems require hardware, 
software, and data, while successful AI teams need expertise in all three. In a 
subsequent report, CSET identified and measured the labor dynamics of four 
groups of AI workers that include those that provide technical inputs to AI 
applications, perform technical roles on an AI team, complement AI technical 
occupations in product development (e.g., legal compliance officers), and 
provide support for scaling, marketing, and acquisition of AI at the 
occupational level.57 It finds that in 2019, the U.S. AI workforce consisted of 
14 million workers, or about 9 percent of total U.S. employment. Moreover, it 
finds that there are divergent trends in these AI occupations, reflecting a 
difference in the supply and demand gap for different segments of the AI 
workforce. For example, the wage and employment growth of computer and 
information research scientists, which are small but important occupations 
within the AI workforce, is four times greater than the national average, while 
there is no notable gap for project management specialists and user 
experience designers.58  

Where skills misalignments in AI jobs do exist, evidence suggests employers 
are investing in upskilling workers at suboptimal rates. Employer-provided 
training takes various forms, including formal and informal on-the-job 
training, tuition subsidies, classroom training, and apprenticeships. The 
composition and intensity of firm-provided training is hard to quantify as 
companies invest differently based on factors such as how much firm-specific 
training is needed to perform tasks effectively, the cost, and the extent to 
which they can share a portion of skill investment costs with workers (e.g., 
directly or in the form of lower wages). But research shows that few 
companies are investing substantially and examples of firm-provided AI-
specific training are sporadic. According to a 2020 Deloitte report, only 18 
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percent of organizations around the world have significantly invested in AI-
specific reskilling initiatives.59 Still, private investments in the United States 
likely exceed federal government investment in training programs. Consider 
that Amazon invested $700 million in 2019 to retrain 100,000 employees, 
including by creating a "Machine Learning University.” And Microsoft 
partnered with education provider General Assembly in the same year to 
upskill 15,000 workers in AI-related skills by 2022, while Shell has created AI 
courses that it offers to its range of employees, including petroleum 
engineers, chemists, and geophysicists.60 As the primary federal workforce 
development program, the Workforce Innovation and Opportunity Act (WIOA), 
is funded at about $5 billion each year, private company investments are a 
key input to closing AI talent gaps. 

It is unlikely that the rate of firms choosing to train employees will reach one 
that is optimal from a societal and economic perspective without government 
intervention. Corporate investment in workforce training in general has been 
on a downward trend as more and more firms seek to simply hire workers 
with the requisite skills instead of paying to train them.61 After all, why would 
a company want to invest in training workers in costly AI skills when so many 
are leaving their jobs in record numbers?62 The United States can work to 
reverse this trend by creating incentives for firms. One option is to allow 
qualified expenditures on workforce training to be taken as a knowledge tax 
credit. To ensure companies use this credit to focus on the skills of most of 
their workers, and not just managers, firms taking advantage of the credit 
could be required to abide by rules such as those for pension program 
distribution, which limit focus on highly compensated employees.63 

The federal government could further improve workforce policies for AI by 
establishing wider use of skills credentialing so companies have a better way 
to assess the AI skills of prospective and current workers, and workers have a 
better way to identify and gain the AI skills they need to be successful. The 
idea of using AI credentials to provide alternative pathways to AI jobs is not a 
new one. In fact, AI certifications have proliferated over the past few years, 
with several large tech companies such as Google and Microsoft launching 
their own AI certifications, and many traditional online certification providers 
such as Udacity and Udemy offering AI-related certifications as well. The issue 
is that there is little market demand for these certifications in lieu of a four-
year degree—even from the tech companies that make their own 
certifications. What’s needed is a national approach and for the government 
to encourage the private sector to accept alternative certifications for AI, 
namely by accepting a suitable set as a substitute for a college degree when 
filling federal government jobs.64  

Fortunately, the government has already begun to recognize the need for 
coordinated AI workforce policies at the national level. As part of the National 
Defense Authorization Act of 2021, Congress charged NAIIO with developing 
a strategic plan that establishes goals, priorities, and metrics to “support and 
coordinate federal education and workforce training related to artificial 
intelligence.”65 NAIIO’s interagency committee for education and workforce 
training will create AI workforce goals and priorities at the federal level. 



 
 

 

 
CENTER FOR DATA INNOVATION 15 

Recommendations for improvement: 
 Congress should provide funding for low-income and rural school 

districts to incorporate AI into their high school curricula.66 Funding 
for educational resources for AI remains fragmented. Policymakers 
should ensure that schools that have the least access to AI resources 
for education can receive specific funding. Moreover, the Department 
of Education should work with NAIIO to collect and disseminate best 
practices in education models and materials through a centralized 
hub. 

 Congress should create incentives for more tertiary AI by charging 
and funding NSF to provide grants to public universities (including 
Minority-Serving Institutions) that have increased or are implementing 
programs to increase enrollment and retention in AI. At the university 
level, policymakers need to address the barriers that limit the number 
of students able to take AI-related courses. Schools seeking to 
expand course offerings, hire more faculty, and provide students in AI-
related programs such as CS with more resources to improve 
retention rates should be eligible to apply for these grants. A set of 
these grants should specifically target Historically Black College and 
Universities (HBCUs), Hispanic-Serving Institutions (HSIs), and Tribal 
Colleges and Universities (TCUs) to ensure underrepresented 
students have equal opportunity to pursue an AI education. 

 Congress should fund a program at NSF to provide competitive 
awards for up to 1,000 AI researchers to remain in academia for a 
period of five years. Even though businesses may benefit from 
attracting the best AI faculty talent from universities, the overall AI 
innovation ecosystem suffers as it reduces the number of AI experts 
that can help new students cultivate these skills. These awards would 
incentivize more AI researchers to stay in academia and thereby help 
U.S. universities meet the demand for AI skills.67 

 Congress should create a knowledge tax credit to incentivize AI 
workforce training investment. Employers are underinvesting in 
workforce training for AI in the midst of a labor market in which 
Americans are quitting their jobs in record numbers. Allowing 
corporations to take a tax credit for at least 50 percent of training 
expenditures would provide a much stronger incentive for businesses 
to expand training investments. 

 The Office of Personnel Management (OPM) should change current 
requirements for many AI positions within the federal government to 
also allow individuals with acceptable AI certifications to be eligible 
rather than just those with college degrees. Doing so would 
demonstrate to the private sector the feasibility of using alternative 
credentials for AI.68 OPM should work with agencies to create the list 
of acceptable AI certifications for key AI job categories within 
government and update the list annually. 
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ATTRACTING FOREIGN AI TALENT 
Attracting and securing highly skilled foreign-born talent has played a vital 
role in U.S. innovation and competitiveness by making up for the deficits in 
the current U.S. education system in turning out sufficient AI talent. Indeed, 
66 percent of students in America’s top AI PhD programs are foreign born, 
more than 50 percent of computer scientists employed in the United States 
are foreign born, as are about 65 percent of Silicon Valley computer and 
mathematics workers, and 66 percent of the “most promising” U.S.-based AI 
start-ups have at least one immigrant founder.69 

Given the importance of foreign-born AI workers to U.S. innovation success in 
AI, the United States needs policies to strengthen and expand the 
immigration pipeline that allows highly trained AI talent to innovate in the 
United States, including foreign STEM (science, technology, engineering, and 
mathematics) graduates of U.S. colleges and universities. But while many 
competitor nations, including the United Kingdom, China, Canada, France, 
and Australia, have adopted flexible immigration policies to attract foreign 
talent in AI and other technical fields, the U.S. immigration system has 
remained largely the same for the last 50 years. These outmoded visa laws, 
as well as recent anti-immigrant rhetoric and international competition for AI 
talent from other countries, are causing many international AI scientists and 
engineers to look outside the United States for education and employment. 

Table 1 summarizes the current immigration pathways for four key 
populations in the AI workforce: students who are pursuing higher education 
in a field related to AI; workers with higher education degrees who are 
employed or seeking AI-related positions; “superstar” AI workers who are 
internationally recognized for their extraordinary ability or achievements in AI 
or related fields; and entrepreneurs who are planning to start AI-related 
businesses.
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Table 1: Current immigration pathways for foreign-born AI workers to the United States.70 
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For foreign-born students who wish to pursue higher education in a field 
related to AI, getting a student visa is relatively easy, but staying and working 
in the United States after graduating is hard. AI graduates can use the STEM 
Optional Practical Training program to work in the United States for up to 
three years without getting another visa, but to stay longer, they need to find 
a job with an employer that is able and willing to sponsor an H-1B temporary 
work visa, the most important and sought-after channel into the U.S. AI sector 
for all foreign workers. Most H-1B visas are subject to an annual cap of 
85,000, meaning the United States Citizenship and Immigration Services 
(USCIS) distributes a maximum of 85,000 H-1Bs each year through a lottery-
based system that randomly selects grantees from a pool of qualified 
applicants. Demand for these visas is extremely high, with USCIS receiving 
approximately 274,000 H-1B registrations in FY 2021 and 308,000 in FY 
2022.71 Even when an AI graduate can find a company willing to complete 
the expensive H-1B administrative process on their behalf and secure one of 
the few three-to-six-year H-1B visas, their chances of being able to stay in the 
United States in the long term are low because the employment-based green 
cards that confer permanent residency are even harder to come by, as USCIS 
distributes only 140,000 employment-based green cards each year, at least 
half of which go to workers’ spouses and families.72 Moreover, under the per-
country cap set in the Immigration Act of 1990, workers from any one country 
cannot be issued more than 7 percent of these green cards, a rule that has 
not changed in over 30 years even though the sources of migration flows for 
high-skilled workers have.73 Today, most international students and workers 
come from just two countries: China and India.74 Moreover, Chinese and 
Indian students have the highest rates of intention to stay when compared 
with students from OECD member countries.75 However, the numerical and 
per-country limits have created employment-based immigration backlogs, 
which have inordinately long wait times for Chinese and Indian nationals. 
According to 2020 data from the Congressional Research Center, the 
average wait time under current law for an EB-2 visa, an employment-based 
visa for those who hold an advanced degree or equivalent, is 18 years for 
Chinese nationals and 195 years for Indian nationals.76 Given the uncertainty 
and unpredictability that has come to characterize the U.S. immigration 
process—the Trump administration abruptly began denying Chinese graduate 
students visas in 2020 based on the Chinese universities they attended amid 
tensions with the country—it should be no wonder foreign student enrollment 
declined every year from 2016 to 2020 and international students who 
graduate with PhDs from U.S. institutions are increasingly taking jobs in other 
countries. 77 Indeed, 14 percent of all new international AI PhDs that studied 
at U.S. institutions took jobs outside the United States in 2020, compared 
with 8.6 percent in 2019.78 

For distinguished AI talent that possess extraordinary ability in their field, 
such as outstanding professors or researchers, there is a temporary, 
renewable three-year O-1 visa or an employment-based, first-preference EB-1 
green card they can apply for. There are no caps on the number of O-1 visas 
issued each year, but the eligibility requirements have historically been so 
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demanding and extensive that few organizations rely on these visas to secure 
talent.79 In January 2022, the Department of Homeland Security and the 
Department of State announced that PhD holders in STEM fields would be 
eligible for the O-1 visa and clarified how STEM talent can meet the 
requirements for O-1 classification to better attract and retain foreign 
talent.80 While a step in the right direction, the guidelines fall short of the 
policy changes needed to address the severe bottlenecks that exist. There 
are approximately 40,000 EB-1 visas available to distinguished workers, but 
current backlogs mean Chinese and Indian workers who have been approved 
for this visa have to wait an average of 5 and 8 years, respectively, to receive 
it, which the Congressional Research Center estimates will become an 
average of 15 and 18 years for these nationals by 2030.81  

For foreign-born entrepreneurs, there is currently no visa category in the 
United States, which has long been a beacon of entrepreneurialism, 
attracting the kinds of people who spark the economy and propel it forward 
by producing new discoveries, commercializing big ideas, and growing 
successful companies. But faced with an immigration system that simply 
ignores them, many foreign-born AI innovators are flocking to cities in 
countries with more liberal immigration policies.82 In the United States, 
foreign-born entrepreneurs are forced to apply for residency through other 
visa categories that are already oversubscribed, restrictive, complicated, and 
costly. Take the example of Purva Gupta, cofounder and CEO of the 
multimillion-dollar retail tech start-up Lily AI, who moved from India to the 
United States on a student spouse visa. Gupta had to apply and receive six 
different types of visas before finally obtaining a green card.83 Over the past 
few years, however, several countries including Australia, Canada, France, 
and the United Kingdom have introduced start-up visas they are using to 
entice foreign entrepreneurs to create Silicon Valley-like tech hubs in their 
own countries (figure 4).84 

Figure 4: A billboard over highway 101 in Silicon Valley85 

 



 
 

 

 
CENTER FOR DATA INNOVATION 20 

Recently, U.S. policymakers have recognized the importance of entrepreneurs 
to maintaining U.S. competitiveness. The Biden administration revived an 
immigration program called the International Entrepreneur Parole program, 
first proposed by President Obama in 2017, which allows foreign 
entrepreneurs to work for up to five years in the United States granted they 
hire 10 employees and attract at least $250,000, or meet other 
benchmarks.86 The program does not create a new visa category but instead 
allows the Department of Homeland Security to use its existing authority to 
permit temporary admission to qualified individuals. The House has already 
passed the America COMPETES Act, which includes a bill that would create a 
new temporary visa for eligible international entrepreneurs and essential 
employees affiliated with the management or operations of a start-up 
entity.87 To qualify for the new visa, entrepreneurs must have received at 
least $250,000 from U.S. investors or $100,000 from government grants, 
have at least a 10 percent ownership stake and play a central role in the 
start-up, which itself must be less than five years old. The bill would allow an 
entrepreneur to receive lawful permanent residence so long as the start-up 
entity meets certain additional benchmarks, while families of visa holders 
would be eligible for dependent visas. Ensuring this bill passes through the 
Senate will be particularly important for AI competitiveness given many of the 
nation’s largest and most successful AI companies were founded by foreign-
born entrepreneurs. A 2020 report on AI start-ups finds that two thirds of 
Forbes’s list of the “most promising” U.S.-based AI start-ups have at least one 
first-generation immigrant founder and 42 percent have founders that are 
exclusively first-generation immigrants.88 In crafting the visa, the United 
States should look to what other nations have established in the past few 
years. While many of those policies may sound promising, a number of them 
have failed in practice due to unrealistic and vague metrics for business 
success or long processing times.89  

Recommendations for improvement: 
 Congress should better enable immigrants holding AI-relevant 

graduate degrees to apply for and receive a green card, with 
preference given to those with degrees from U.S. universities,. To do 
this, Congress should eliminate per-country caps on employment-
based green cards that have created a bottleneck preventing AI 
graduates with job offers in hand from contributing to the U.S. AI 
workforce in the long term. 

 Congress should pilot a visa program for AI entrepreneurs. 
Entrepreneurs should be required to show evidence of how their 
business would support U.S. AI innovation or competitiveness and 
have received funding in the range of $500,000 from U.S. investors. 
Policymakers should look at the successes and failures of 
entrepreneur visas created by several peer countries in the past five 
years to ensure a U.S. one is successful. 
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FACILITATING ACCESS TO AI RESOURCES 
Overall grade: Approaching expectations          

Reason: There is not sufficient access to computing 
resources for AI researchers in the public sector. 

Access to data and computing facilities is a key enabler of AI innovation. AI 
systems often rely on vast quantities of data for training, as large datasets 
help AI systems develop highly accurate models to perform tasks ranging 
from identifying faces to answering search queries. Moreover, machine 
learning models can recognize subtle patterns in large datasets that are 
difficult or impossible for humans to perceive. This is one reason many AI 
systems perform certain tasks better than human experts do, such as 
identifying the signs of breast cancer in mammograms.90 In addition, 
technologies such as high-performance computing, which expands the 
capabilities of AI systems through massive computational power, and cloud 
computing, which is a powerful technical architecture for AI that makes 
access easy and economical, are driving growth, productivity, and innovation. 
For example, researchers have combined supercomputers and machine 
learning techniques to model climate change, and companies in the finance 
and insurance industry are using cloud computing and AI to detect fraud, 
identify financial risk, and predict cash flow events. 

The role of government in increasing access to AI resources for academic and 
private sector researchers is different. Academic researchers typically 
conduct crucial early stage AI research that provides foundational, generic 
knowledge that everyone—including industry—can draw on for ideas and 
innovation. However, only well-resourced institutions provide access to 
expensive AI resources, such as powerful AI compute. The government’s role 
is to ensure as many qualified academic researchers as possible have access 
to AI resources in order to expand the pool of general AI knowledge for the 
benefit of everyone. Private sector researchers typically conduct later-stage 
R&D, which is important in bringing innovations to market. The private sector 
already has incentives to invest in AI resources. The role for government is to 
ensure the private sector’s incentives to invest in R&D for AI are sufficient to 
maximize overall economic welfare.91 

Currently, publicly funded academic researchers requiring access to high-
performance computing capabilities for AI, which includes access to relevant 
hardware, software, and expertise, can use resources that are hosted at 
either their academic institutions or national High Performance Computing 
(HPC) centers. Allocations for computing time on HPC systems at the national 
level are made principally through competitive processes managed by the 
Department of Energy and NSF, respectively. As the Center for Data 
Innovation found in a 2020 report, however, the demand for access to the 
systems these agencies provide is more than three times greater than the 
supply, which is “hampering the ability of AI researchers to develop new 
products and services that are vital in maintaining U.S. competitiveness, 
inhibiting AI practitioners from applying AI to defense innovation, and slowing 
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innovation needed to address important societal challenges, including in 
health care and the environment.”92 

Moreover, there is a growing divide in the computing resources and 
opportunities available to both researchers in academia and those in the 
private sector, which is weighing the nation’s research portfolio toward 
applied, market-driven endeavors. Consider, for example, that in January 
2022, Meta (a.k.a. Facebook) announced its state-of-the-art AI research 
supercluster, a computing system it believes “is among the fastest AI 
supercomputers running today and will be the fastest in the world once fully 
built out in mid-2022.”93  

Fortunately, the United States has begun an ambitious initiative to increase 
access to AI resources for academic researchers. As part of the National AI 
Initiative Act of 2020, Congress directed a task force to create a roadmap for 
an NAIRR, envisioned as “a shared computing and data infrastructure that 
would provide AI researchers and students across scientific fields with access 
to a holistic advanced computing ecosystem.”94 As of April 2022, the task 
force had held seven public meetings to investigate the feasibility and 
advisability of the resource and to develop the roadmap for how it should be 
established and sustained.95 The EU is also working to spread access to 
resources that will support AI development. Consider European High 
Performance Computing Joint Undertaking (EuroHPC JU), a joint initiative 
between the EU, other European countries, and the private sector to develop 
a high-end HPC ecosystem in Europe.96 The goal of the initiative is to 
coordinate and pool public and private resources to fund high-end systems in 
a number of designated sites across the continent. The EU also has a 
strategy for data and is establishing common European data spaces.97 
Meanwhile, the U.S. effort is unique in its laser focus on AI. The chief driving 
force behind the initiative is to drive U.S. innovation and competitiveness in 
AI specifically rather than U.S. innovation and competitiveness generally—and 
strategic decisions from what systems should be included to what data 
should be shared and how to which users should have access are being 
decided with this goal in mind. 

Recommendations for improvement: 
 U.S. policymakers should promote secure, energy-efficient AI 

compute. Opponents to creating a national computing and data 
resource claim a new resource would consume too much energy, 
accelerate climate change, raise serious privacy and security 
concerns, increase economic inequality, further entrench big tech 
monopolies, and fuel the proliferation of inherently biased AI 
systems.98 While some of the issues raised around data security and 
energy use are real and deserve smart, considered responses, most 
claims are at best misleading and lack context, and at worst are just 
plain wrong and therefore should not shape policy responses. To 
address legitimate concerns, policymakers should embrace 
pragmatic responses to minimize any negative impacts from creating 
the resource, such as minimizing its energy consumption by 
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prioritizing computationally efficient hardware and algorithms when 
designing and developing it.99 

 OSTP and NSF should prioritize the development of tools and metrics 
to quantify the AI computing needs and resources of the academic 
community. There is little literature on what level and type of compute 
AI researchers need.100 Without this information, policymakers 
cannot effectively make decisions about what resources to invest in 
or how much.  

 The NAIRR Task Force should prioritize providing local AI computing 
resources in regions where the gap between AI compute demand and 
supply is greatest. As the Center for Data Innovation explained in its 
comments to OSTP and NSF, some communities, institutions, and 
regions already have high access to HPC availability, while others are 
conducting high levels of AI research but have little access to 
powerful systems.101 There should be demonstrable evidence that 
providing access to AI compute in a community, institution, or region 
would result in an increase in AI research, because democratizing 
access to AI compute is a means to an end, not an end in and of 
itself. 

PROMOTING GOVERNMENT ADOPTION OF AI 
Overall grade: Approaching expectations        

Reason: Policy actions are not sufficiently focused on 
addressing structural issues that are stalling government 
adoption of AI including approach and culture; financing; 
metrics and incentives; procurement; and oversight and 
review. 

One of the most important things government can do to spur AI is to be a 
robust adopter of AI technologies. Beyond improving agency mission delivery, 
removing barriers to public-sector adoption of AI would help reduce the 
perceived risk of the technology and boost domestic demand for AI 
innovation in the private sector. 

Congress and the White House have taken important steps recently to 
facilitate greater government adoption of AI, but many agencies still face 
unique challenges to becoming more AI-mature organizations. Indeed, 
deployment of AI in the federal government is relatively low despite 70 
percent of public sector IT leaders agreeing that AI is “mission critical.”102 The 
challenges facing agencies include outdated IT infrastructures, limited 
funding for capital expenditures, lack of awareness about the technology, and 
risk aversion, among others. 

One key and oft-cited challenge is a shortage of government workers 
equipped to work with AI. While this obstacle is not unique to government, 
federal agencies struggle to compete with the private sector in attracting and 
retaining AI talent. And as the demand for workers with AI skills increases, the 
government has an even harder time recruiting this talent, as the private 
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sector has greater flexibility to offer more attractive salaries and benefits. 
According to a 2019 New York Times article, AI specialists with little industry 
experience can make between $300,000 and $500,000 a year in salary and 
stock in the private sector, with top names in the field receiving 
compensation packages that extend into the millions.103 The government 
cannot match these salaries. Without AI expertise, procurement managers in 
government are less able to effectively facilitate AI adoption and government 
agencies will be less aware of the ways in which AI could benefit their 
missions. 

The bipartisan AI Training Act, which passed in December 2020, was an 
effort to address this challenge by directing the Office of Management and 
Budget (OMB) to establish an AI training program for a variety of federal 
employees, with a focus on courses that teach the basics of AI, the ways the 
technology can benefit the federal government, and the risks it poses, 
particularly to privacy and discrimination risks.104 Similarly, the AI in 
Government Act of 2020 directs OPM to study how to foster the necessary 
workforce skills for effective AI adoption within government. This legislation 
also established an AI Center of Excellence (AI COE) within the General 
Services Administration (GSA) to deploy and scale AI solutions across 
government agencies. 

To be sure, having federal managers and employees better understand and 
care about the process of AI innovation and how to apply it to their work will 
help facilitate government adoption of AI, but structural factors play a much 
more important role in limiting and enabling innovation across the federal 
enterprise.105 It is usually not the case that federal managers don’t innovate 
with AI because they don’t know innovation is useful; they don’t innovate 
because there are few rewards and many barriers. Policy actions focused 
predominantly on the importance of federal managers embracing innovation 
is unlikely to do much to move the needle on large-scale government 
adoption of AI. Policymakers should be focused on addressing structural 
factors related to approach and culture; financing; metrics and incentives; 
procurement; and oversight and review. The U.S. government has great 
potential to use AI to improve its public services and gain strategic economic 
advantages— in 2021, it ranked highest out of 160 countries in a 
government AI readiness index by consultancy firm Oxford Insights.106 
Policymaker inaction to overcome structural challenges is wasteful.  

Recommendations for improvement: 
 The AI COE situated within GSA should identify 20 to 50 core 

processes to be transformed with AI. The challenge of innovation in 
the federal government is to innovate on large-scale, core processes, 
but senior managers are typically attracted to novel, pilot-scale AI 
services that are often useful but do little to change the status quo. 
According to a 2017 report by Deloitte, more than 10 percent of the 
4.3 billion work hours federal government employees spend is used 
for documenting and recording information, and another 10 percent 
is spent on monitoring resources or processes and surroundings.107 
AI COE should identify the most important core processes in which AI 
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can make a difference. Ideally, these would be ones where AI would 
either lead to significant improvements in customer service and 
quality or reductions in cost (to both the government and users of 
government services). 

 Congress should allow agencies to divert a small share of their 
operating budgets to AI innovation projects. Congress should create a 
federal analogue to the Small Business Innovation Research 
program, which allocates a small share of federal extramural R&D to 
small business innovation contracts. The analogue here would be 
that Congress could allow agencies to allocate a small share of their 
operating budgets (perhaps half a percent) to serve as an internal 
innovation seed fund to let agencies start pilot projects more easily. 
IT leaders within the federal enterprise such as chief information 
officers or chief AI officers should have discretion over these funds to 
strengthen their agency roles. The authority could expire after five 
years, after which the U.S. Government Accountability Office 
(GAO)would assess the results. 

 Each federal agency should develop its own AI strategy and appoint a 
chief AI officer. One reason certain agencies devote so little attention 
to AI is that it is generally not formally recognized as part of agency 
agendas or strategic plans. Each agency should explicitly identify 
specific steps for how it will connect its data, users, and mission 
priorities to support AI transformation, much like the Department of 
Defense, Department of Veteran Affairs, and Food and Drug 
Administration already have. To really coordinate and drive 
implementation of AI, each federal agency should consider appointing 
a chief AI officer, like the Department of Health and Human Services 
has done. 

 AI COE should develop an all-encompassing procurement website for 
federal AI contracts. One-stop e-procurement websites and e-quoting 
allows private sector firms to easily locate and apply for government 
contracts. Currently, most federal contracts for AI services are 
awarded to companies concentrated on the East Coast, close to 
where federal agencies are located. Indeed, approximately 87 
percent of the federal contracts awarded for robotic process 
automation went to companies in Virginia and New York.108 An online 
portal for all contracts could help make public procurements 
available to firms all across the country, ensuring the government 
gets the best services and spreads economic opportunity across the 
United States. 

 GAO and Council of the Inspectors General Should Call Out Agencies 
for Not Innovating with AI. Rather than looking at waste, fraud, and 
abuse alone, these organizations should look at waste and inertia 
from lack of AI innovation. The federal government has been aware of 
the need to digitize paper form processing and automate manual 
processes since the early 2000s, and slow adoption of AI has cost 
taxpayers a lot of money. It should therefore hold federal agencies 
accountable for not innovating.109  
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DEVELOPING TECHNICAL STANDARDS 
Overall grade: Meeting expectations              

Reason: Greater government engagement in international 
standards setting is needed to promote the voluntary, 
industry-led approach to standards that has been successful 
at bolstering AI innovation in the United States. 

When one considers policies designed to drive innovation and 
competitiveness, those related to standards development and 
implementation are often underappreciated, or even ignored. But a robust 
ecosystem of standards is foundational to a nation’s ability to effectively 
develop and implement AI systems for two key reasons. First, technical 
standards for AI, which can encompass a wide variety of issues, including 
safety, accuracy, usability, interoperability, security, reliability, data, and even 
ethics, can provide developers with clear guidelines for the design of AI 
systems. This helps maximize the utility from AI systems by ensuring they can 
be easily integrated with other technologies, utilize best practices for 
cybersecurity and safety, and adhere to a variety of different technical 
specifications. Second, common standards can serve as a mechanism to 
evaluate and compare AI systems. For example, in some contexts, there may 
be a legal requirement for transparency for a decision-making process, such 
as judicial decision-making.110 However, without clear standards defining 
what algorithmic transparency actually is and how to measure it, it can be 
prohibitively difficult to objectively evaluate whether a particular AI system 
meets these requirements or expectations, or does so better than another 
similar system, which discourages the adoption of these technologies. 111 

The U.S. approach to standards development for AI follows the general U.S. 
standards system, which has been exceptionally successful in generating 
technological innovation in the United States. The U.S. standards system 
focuses on voluntary consensus standards that are created by private sector 
standards development organizations in response to particular needs or 
issues identified by industry stakeholders, government, or consumers. For 
instance, the Society of Automotive Engineers has developed definitions and 
specifications of autonomy that autonomous vehicle manufactures rely on to 
adhere to rules from the Department of Transportation. And the U.S. tech 
association brought together 50 technology and health organizations in 2020 
to establish the first ever standard for AI in health care accredited by the 
American National Standards Institute (ANSI), building consensus on such 
terminology as “telehealth” and “remote patient monitoring.”112 

There are two categories that broadly describe how standards achieve 
adoption in America. De facto standards achieve adoption through 
competition among rival standards consortia. Consider the Open Neural 
Network Exchange (ONNX) and the Neural Network Exchange Format (NNEF), 
two examples of open data exchange protocols developed by private-sector 
consortia to enable interoperability between different frameworks for training, 
executing, and deploying machine learning models.113 In the de facto 
method, the market informally decides which protocol achieves the dominant 
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position, ensuring that the one with the best technical merit wins out. De jure 
standards are also adopted through consensus, but they are usually 
approved and endorsed by formal standards authorities. For instance, NIST, a 
nonregulatory federal agency within DOC, has developed and approved a 
succession of data format standards for the interchange of fingerprint, facial, 
and other biometric information in response to government and market 
needs by collaborating with other federal agencies, academia, and 
industry.114  

The role the federal government has played in standards has historically 
been limited, primarily focusing on orchestrating and supporting industry-led 
efforts through technical assistance with reference materials, data, and 
instrumentation. In February 2019, the Trump administration called on NIST 
to take a more engaged role in developing AI standards, issuing an executive 
order that, among other things, directed the agency to create “a plan for 
Federal engagement in the development of technical standards and related 
tools in support of reliable, robust, and trustworthy systems that use AI 
technologies.”115 The plan, which was released in August 2019, helped to 
establish a federal AI standards coordinator within NIST charged with 
gathering and sharing AI standards-related needs and best practices, and to 
promote research that underlies technically sound standards for trustworthy 
AI. Regarding the latter, NIST drafted “A Taxonomy and Terminology of 
Adversarial Machine Learning” in 2019, “Four Principles of Explainable 
Artificial Intelligence” in 2020, and “A Proposal for Identifying and Managing 
Bias in Artificial Intelligence” in 2021.116 In response to a directive from 
Congress in the 2021 omnibus spending bill, NIST is also developing a 
voluntary framework to manage the risks to individuals, organizations, and 
society from AI systems.117  

While the generally pluralistic, demand-driven, market-led approach to 
standardization remains successful in generating innovation, times have 
changed since the first standards organizations were established in the late 
19th century. The U.S. economy is no longer localized and agricultural as it 
was then and has instead transformed into a globalized, data-driven, and 
algorithmic economy in which the ability to use AI is proving critical to firms’ 
success. The role the government plays in international standards setting is 
therefore increasingly critical, as divergent AI standards make it more difficult 
and costly for global firms to sell their AI products because it means they 
have to reconfigure preexisting design and production processes to suit the 
specific standards in different markets and pay royalty fees for providing 
products using the local standard.118 Even worse, divergent standards can 
impede the development and deployment of AI systems if stakeholders don’t 
coalesce around one widely agreed upon approach. For example, AI firms 
(and investors) may choose to reduce or hedge their investments as they wait 
and see which standard prevails.119  

DOC, NIST, ANSI, and other agencies are rightly involved in developing 
international standards for AI—the United States plays a leading role in the 
international standards committee responsible for developing AI standards 
(ISO/IEC JTC 1/SC 42)—but U.S. policymakers should more actively counter 



 
 

 

 
CENTER FOR DATA INNOVATION 28 

state-directed, restrictive, and discriminatory approaches to standards setting 
from other countries. The European Union’s AI Act, for example, would 
mandate firms developing or implementing high-risk AI systems use 
standards developed and published by two regional organizations: CEN and 
the European Committee for Electrotechnical Standardization (CENELEC). 
While mirror agreements between CEN and the International Organization for 
Standardization (ISO) and CENELEC and the International Electrotechnical 
Commission (IEC), respectively, give priority to the adoption of international 
standards as harmonized European standards, Article 41 of the EU’s AI Act 
creates legal channels for the EU to develop and apply region-specific 
technical specifications where it is determined that relevant standards are 
insufficient or do not exist.120 This presents a clear risk of the EU developing 
specifications outside transparent, consensus-based, and industry-driven 
international standards development organizations that hurt U.S. firms.  

Finally, U.S. policymakers are both justifiably concerned about a loss of AI 
competitiveness to China—which has established a comprehensive and state-
driven strategy for standards to bolster its own competitiveness—and wary of 
the potential for unfair strategic gamesmanship in AI standards-setting 
organizations by Chinese actors. In the past, China has intentionally created 
domestic standards that differ from prevailing international standards as a 
way of favoring Chinese products and keeping out foreign ones, such as in 
2003 when it mandated that all wireless devices support the WAPI encryption 
standard, which is incompatible with encryption standards used by other 
nations.121 Recently, China has indicated it is seeking more international 
alignment. In its national strategy for technical standards released in 2021, 
China outlines that it wants to align 85 percent of its domestic standards with 
international ones.122 While many policymakers may look at the target itself 
with skepticism, it more broadly signals a move toward harmonization. The 
concern among U.S. policymakers, including the Department of Justice, is 
that China may intend to use its increased engagement with international 
standards organizations to bias global standard development processes in 
favor of their own interests, including for AI competitiveness.123 

Recommendations for improvement: 
 NIST and DOC should work with the United States Trade 

Representative (USTR) to launch an Indo-Pacific Standards Strategy 
for AI.124 The White House has already launched an Indo-Pacific 
Economic Framework (IPEF) to strengthen the U.S. relationship with 
the region. It should use this opportunity to better connect standards-
making bodies and related government agencies (and relevant 
industry experts) on the development and use of standards for AI, 
especially given that China’s national strategy for technical standards 
calls for more alignment within countries that are participating in the 
Belt and Road Initiative and standards-related dialogues with 
members of BRIC and the Asia-Pacific Economic Cooperation 
forum.125 

 The National AI Office should work with NIST to create an AI 
Standards Hub. The United Kingdom is piloting such a hub, intended 
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to "create practical tools for business, bring the UK's AI community 
together... and develop education materials to help organizations 
develop and benefit from global standards."126 Not only should the 
United States pilot its own hub to better enable organizations to 
engage in creating technical standards for AI, but it should also 
collaborate with the United Kingdom and bolster information sharing. 

 The United States should use the U.S.-EU Trade and Technology 
Council (TTC) discussions to counter EU proposals to pursue regional 
AI standards. Because the EU’s AI Act creates legal loopholes for the 
bloc to create and apply region-specific technical specifications for AI 
where it is deemed that relevant standards are insufficient, the 
United States should use the TTC working group on tech standards to 
establish commitments on AI standards that ensure those that are 
developed are based on industry-driven, consensus-built standards.  

LEGAL AND REGULATORY POLICIES 

ENSURING AI REGULATION IS INNOVATION FRIENDLY 
Overall grade: Meeting expectations              

Reason: Recent policies and rhetoric signal a shift away from what has been 
a successful light-touch regulatory approach to AI. 

Designed properly, regulations can spur AI innovation and productivity by 
reducing regulatory uncertainty and rewarding beneficial actions. A good 
regulatory climate certainly does not simply mean the absence of regulations. 
Instead, it is one that supports rather than blocks AI innovators and creates 
the conditions to spur ever more innovation and market entry, while at the 
same time providing more regulatory flexibility and efficiency for industries in 
traded sectors.127 

The U.S. approach to AI regulation is generally sector specific with executive 
branch agencies promulgating regulations in their domain. For instance, the 
Department of Transportation regulates the use of autonomous vehicles 
while the Food and Drug Administration regulates AI-based medical devices. 
All agencies go through an extensive public notice and comment period in 
which individuals and organizations can submit written comments the 
agencies are required to review. This has generally been a strength of the 
U.S. system, which enjoys a legislative framework that works to hold 
government executive agencies accountable for obtaining public input and 
basing rules on evidence.  

Congress can sometimes require executive branch agencies to promulgate 
regulations or can pass legislation itself. For instance, Senator Cory Booker 
(D-NJ), Senator Ron Wyden (D-OR), and Representative Yvette Clark (D-NY) 
introduced the Algorithmic Accountability Act in the House in February 2022, 
which would direct the Federal Trade Commission (FTC) to develop 
regulations requiring large firms to conduct impact assessments for existing 
and new high-risk automated decision systems.128 The number of proposed 
bills that relate to AI in the federal legislative record has increased sharply 
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over the past few years. In 2015, only one federal bill was proposed, while in 
2021, there were 130.129 Still, very few federal-level AI bills are being passed 
into law. For instance, only 3 of the 130 bills proposed in 2021 were 
passed.130 

In general, the U.S. federal government, more so than any other government, 
has adhered to the innovation principle in its early regulation of AI, which 
holds that because the overwhelming majority of AI innovations benefit 
society and pose modest and not irreversible risks, government’s role should 
be to pave the way for widespread innovation while building guardrails, where 
necessary, to limit harms.131 This approach recognizes that market forces, 
tort law, existing laws and regulations, or light-touch targeted interventions 
can usually manage the risks new AI technologies pose.132 

Under the Trump administration in early 2020, the White House unveiled a 
set of principles for AI regulation as a follow-up to a 2019 executive order 
titled “Maintaining American Leadership in Artificial Intelligence,” which 
outlined a series of steps for the federal government to ensure the United 
States remains at the forefront of technological innovation. The 10 principles 
outlined what federal agencies should take into consideration when crafting 
their approaches to AI: 

• Promote “reliable, robust, and trustworthy” AI 
• Provide opportunities for the public to weigh in during the rulemaking 

process on quality 
• Hold information to high standards of “quality, transparency, and 

compliance”  
• Assess and manage risks recognizing that all activities involve trade-

offs 
• Seek to maximize the “net benefits” of AI 
• Prioritize adaptability in order to keep up with rapid technological 

advancement 
• Be mindful of the potential for discrimination and bias 
• Weigh existing and potential new measures for transparency and 

disclosure 
• Consider safety and security throughout the development and 

deployment process 
• Take a “whole-of-government approach” to ensure consistency and 

predictability of AI-related policies.133 

OMB issued guidance in November 2020 reaffirming these 10 principles the 
White House drafted, while also reflecting a shift from principles to practice 
by establishing a framework for federal agencies to assess potential 
regulatory and nonregulatory approaches to emerging AI issues. For example, 
the new guidance instructs agencies to precede any regulatory action with an 
impact analysis that clearly articulates the problem an agency is seeking to 
address, whether it be a market failure (e.g., asymmetric information), 
protecting privacy or civil liberties, preventing unlawful discrimination, or 
advancing the United States’ economic and national security.134 While 
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indicating the potential for limited, focused regulations in certain areas, the 
guidance promotes a governance framework that requires agencies to 
impose regulation only when the benefits of doing so outweigh the costs to 
AI-driven innovation and growth. The guidelines instruct agencies when 
deciding whether and how to regulate in an area that may affect AI 
applications to “adopt a tiered approach in which the degree of risk and 
consequences of both success and failure of the technology determines the 
regulatory approach, including the option of not regulating.”135 

President Biden has indicated a shift from this approach, supporting stronger 
regulations. In April 2021, the FTC published a widely noted blog post on how 
companies can use AI “truthfully, fairly, and equitably” and shortly after 
began a rule-making process “to curb lax security practices, limit privacy 
abuses, and ensure that algorithmic decision-making does not result in 
unlawful discrimination.”136 Further signaling its shift toward a greater focus 
on issues of AI harm, the FTC appointed Meredith Whittaker, cofounder of the 
AI Now Institute, who has written that “the vast majority of AI systems and 
related technologies are being put in place with minimal oversight, few 
accountability mechanisms, and little information about their broader 
implications,” to serve as a senior advisor on AI to FTC Chair Lina Khan.137 
Moreover, the president’s science advisor and director of OSTP began 
developing an AI Bill of Rights in October 2021 based on the premise that 
current AI and biometric technologies have led to serious problems regarding 
discrimination and bias.138  

Recommendations for improvement: 
 Policymakers should pursue an innovation-friendly framework built 

around the principle of “algorithmic accountability” in which the 
operators of algorithms are held accountable for explicit and severe 
harms. The framework advocates that governments hold companies 
accountable for the outcomes of the AI they use by discerning 
whether there was injury, the operator had sufficient controls to verify 
its AI worked as intended, and the operator rectified harmful 
outcomes.139 

 Congress and the administration should support increasing the 
technical expertise of regulators and policymakers. Regulators should 
foster relationships with communities of developers, academics, civil 
society groups, and private-sector organizations invested in 
algorithmic decision-making to stay abreast of technical 
developments and concerns about algorithmic harms that could 
influence how algorithmic accountability is achieved or enforced. This 
requires ensuring regulators have the resources to hire staff with the 
necessary technical expertise to scrutinize algorithms.140 

 Policymakers should continue the tried-and-true approach of 
addressing AI concerns by sector. U.S. policymakers should recognize 
that AI is a tool, and the locus of regulation should not be the tool but 
rather the application of the tool. The focus should be on a discrete 
number of sector-specific applications and tailoring regulations that 
prevent specific harms. 
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 Congress and the administration should caution regulators against 
viewing the mere act of collecting or possessing large amounts of 
data (which is necessary for specific uses of AI) as anticompetitive 
behavior.141 

CULTIVATING STRONG INTELLECTUAL PROPERTY (IP) 
RIGHTS 

Overall grade: Approaching expectations        

Reason: There are uncertainties in the IP system for AI that 
are hindering innovation. 

IP rights have long been recognized as fostering innovation. The idea is that 
those who combine the spark of imagination with the grit and determination 
to see their vision become reality in books, technology, medicines, designs, 
sculpture, services, and more deserve the opportunity to reap the benefits of 
their innovation—and that these rewards incentivize more creative output.142 
While the United States is a global leader in IP rights protection, certain 
developments—both domestically and internationally—are creating some 
uncertainty for global entities.143 In particular, the advent of AI raises the 
prospect that some works are now the direct output of computer systems, 
including some operating autonomously. Jurisdictions around the world are 
divided on how to handle the “AI inventor” while continuing to enable 
innovation.144 

U.S. policy on IP rights as they relate to AI has focused predominantly on two 
questions: whether AI-created works are eligible for protections, and if they 
are, who should be recognized as the author or inventor with controlling 
rights. In general, the U.S. Patent and Trademark Office (USPTO), which is 
responsible for granting patents and trademarks, has rightly recognized that 
AI is a tool and that the owner and operator of the AI system should be the 
default owner of any IP it produces. It stated, in a recent report, “AI inventions 
should not be treated any differently than other computer-implemented 
inventions. This is consistent with how the USPTO examines AI inventions 
today. AI inventions are treated like all other inventions that come before the 
Office.”145 The U.S. Copyright Office, which registers copyrights, requires a 
minimum threshold of human creativity for a work to qualify for copyright 
protection and will not grant a registration to a wholly AI-generated work to a 
system.146 

That does not mean the overall IP system does not need reform in light of AI. 
For one, offices and courts are facing challenges deciding which AI-based 
inventions are patent eligible under the law, which becomes more 
problematic as the volume and share of AI patents in the United States 
increases rapidly (figure 5).  
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Figure 5: The volume and share of public AI patent applications147 

 
Patent eligibility in the United States is based on section 101 of the Patent 
Act, which says that an invention is new, has some practical use, and is non-
obvious. However, the Supreme Court through some landmark cases has 
identified three categories of work that are judicial exceptions, meaning they 
are ineligible from this broad conception of eligible subject matter. These are 
laws of nature, natural phenomena, and abstract ideas. Because AI patents 
generally rely strongly on mathematical relationships and algorithms, they 
may be considered abstract ideas under patent law. Patent examiners, who 
must determine whether an AI invention is patentable, are hindered by such 
uncertainties and in turn have rejected a significant portion of AI patents that 
should have received protections. To address this issue, the USPTO issued 
guidance in 2019 that clarifies what would be considered ineligible concepts 
and provides examples to guide the examination process. According to 
former USPTO director Andrei Iancu, the guidance has cut rejection rates for 
AI from 60 percent to 32 percent. 

Still, because of the unpredictable and uncertain nature of the U.S. patent 
system, many AI innovators turn to trade secrets to protect their work.148 
Trade secrets have a number of advantages over other IP. The information 
protected by trade secrets does not need to be novel, is protectable 
immediately without the cost or lengthy registration timelines other IPRs 
require, and is protected for as long as the information is commercially 
valuable and can be maintained as secret.149 However, the key distinction 
between trade secrets and other forms of IP that is relevant to AI innovation 
is the trade secrets work by protecting information that is undisclosed as 
opposed to patents, for example, where the IP is publicly disclosed. According 
to NSCAI, because trade secrets do not contribute to accessible technical 
knowledge in the public domain, they may hinder AI innovation in the long 
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term more than they bolster it.150 Another disadvantage is trade secrets do 
not offer protection from reverse engineering. 

Recommendations for improvement: 
 The USPTO should reassess any obstacles that may be hindering 

patent examiners in their prosecution of AI patents. As it did in 2019, 
the USPTO should continue to revise guidelines to streamline the 
process as much as possible.  

 Congress should direct both the secretary of Commerce and the 
secretary of Commerce for Intellectual Property to review the impact 
of trade secrets on AI innovation. They should evaluate any reforms to 
IP policies and regimes that may be needed to incentivize, expand, 
and protect AI and work with the director of the USPTO to obtain AI 
patent-related data. 

 Congress and the White House should work with the USPTO, 
Copyright Office, State Department, and any other relevant agencies 
to craft a national strategy for AI that cultivates strong IP rights. 

FOSTERING AI DEVELOPMENT THROUGH TRADE POLICIES 
Overall grade: Approaching expectations        

Reason: More agreements for cross-border data flows and 
export controls that focus on AI manufacturing equipment are 
needed. 

CROSS-BORDER DATA FLOWS 
The practices of other countries can have a significant impact on how 
effectively U.S. firms can develop and deploy AI. In particular, efforts to 
restrict how data can move across borders limits the amount of data at the 
disposal of U.S. businesses innovating with AI. The number of these types of 
measures in force around the world has more than doubled in four years. In 
2017, 35 countries had implemented 67 barriers to restrict the free flow of 
certain kinds of valuable data, including certain kinds of financial data, 
personal data, and data from emerging digital services such as online 
publishing. In 2021, 62 countries had imposed 144 restrictions—and dozens 
more were under consideration.151 The justifications for these measures are 
often seemingly legitimate, such as those to preserve privacy and security, 
but rules that require data to be stored domestically do not guarantee 
either.152 In reality, the primary motivation behind these approaches is 
mercantilist in nature, designed to prop up domestic industries at the 
expense of productivity.153  

The United States has had mixed success in protecting cross-border data 
flows in past trade agreements. The Trans-Pacific Partnership (TPP), now the 
Comprehensive and Progressive Agreement for Trans-Pacific Partnership 
(CPTPP), was the first international trade agreement with explicit language 
governing the flow of data across borders. The CPTPP includes prohibitions 
against localization requirements that would force businesses to build data 
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storage centers or use local computing facilities when providing digital 
services; protections for proprietary software source code; and a commitment 
to cooperate on cybersecurity through coordinated national computer 
emergency response teams.154 Unfortunately, the United States withdrew 
from the agreement in 2017, and the remaining 11 nations—Australia, 
Brunei, Canada, Chile, Japan, Malaysia, Mexico, New Zealand, Peru, 
Singapore, and Vietnam—forged ahead with a deal that concluded in 2018. It 
appears unlikely the Biden administration will rejoin given residual political 
opposition to it.155 However, the United States secured protections for cross-
border data flows in the United States-Mexico-Canada Agreement (USMCA), 
which came into force in July 2020.156 In addition to preventing parties from 
enacting protectionist data localization requirements, the USMCA includes 
protections for algorithmic source code and promotes the publication of open 
government data. Regarding the latter, the deal does not require parties to 
publish open government data but instead supports the availability of 
valuable open data as a public resource that can spur AI development.157 
These sorts of data-related provisions are important for AI development and 
should serve as a model for future trade negotiations.  

In the same month USMCA came into force, the European Court of Justice 
made a decision to invalidate the EU-U.S. Privacy Shield, which thousands of 
organizations relied on to legally transfer data abroad for operations, 
customer service, communications, R&D, and human resources.158 While 
both the EU and the United States have agreed on legal tools to establish 
transatlantic data flows in the past—initially the U.S.-EU Safe Harbor in 2000, 
and more recently the EU-U.S. Privacy Shield—EU courts have undermined 
these efforts twice with the Schrems I and Schrems II rulings. If policymakers 
do not create an alternative to the EU-U.S. Privacy Shield, firms from a broad 
range of sectors on both sides of the Atlantic will suffer.159 

In October 2021, President Biden announced the United States’ intention to 
explore the development of an IPEF to strengthen U.S. ties in the Asian 
region. While the IPEF will not be a trade agreement, it will include trade 
commitments and is therefore an opportunity for the United States to create 
frameworks for data sharing and data trust that support AI. 

Recommendations for improvement: 
 The United States should use the IPEF to support the development of 

joint data trusts and other data-sharing models to improve the quality 
(and quantity) of the data that is a key input to AI. The IPEF presents 
an opportunity for the United States and its trading partners to 
identify, develop, and support data-sharing models organizations in 
many sectors will not develop on their own.160 

 The United States and EU should conclude a new Privacy Shield 
framework to guarantee the free flow of data across the two 
jurisdictions. Without such an agreement, the entire transatlantic 
digital economy risks fracturing in the coming years as courts strike 
down ever-greater numbers of data flow arrangements. Any such 
agreement should also clarify the legal definition of “personal data” 
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under Article 4(1) of the General Data Protection Regulation 
(GDPR).161 

 The United States Trade Representative (USTR) should continue to 
fight source code disclosure requirements other nations may enact to 
unfairly disadvantage U.S. firms or exploit their IP.  

AI CHIPS 
Trade disputes can put a nation’s ability to secure semiconductors, including 
AI chips, at risk. Having access to state-of-the-art AI chips is important to 
ensure AI developers and users can remain competitive in AI R&D and 
deployment. There is already an emerging set of AI chips that are specialized 
for different tasks, which fall broadly into three categories. The first is 
graphics processing units (GPUs), which are mostly used to train and develop 
AI algorithms. The second is field programmable gate arrays (FPGAs), which 
are mostly used to apply trained AI algorithms to new data inputs. FPGAs are 
different from other AI chips because their architecture can be modified by 
programmers after fabrication.162 The third group of AI chips is application-
specific integrated circuits (ASICs), which can be used for either training or 
inference tasks. ASICs have hardware that is customized for a specific 
algorithm and typically provides more efficiency than FPGAs do, but because 
they are so narrow in their application, they grow obsolete more quickly as 
new AI algorithms are created.  

There is increasing demand from AI developers for specialized chips that are 
more efficient for AI because the rate of improvements in traditional 
processing chips is getting slower as the ability to pack more transistors onto 
a single processor is beginning to reach its physical limits. Fortunately, the 
United States is still the world leader in designing chips for AI systems. The 
Center for Data Innovation’s 2021 report Who Is Winning the AI Race: China, 
the EU, or the United States? — 2021 Update finds that at least 62 firms in 
the United States are developing AI chips, compared with 29 firms in China 
and 14 in the European Union.163 The United States has many advantages for 
AI chip production, including high-quality infrastructure and logistics, 
innovation clusters, leading universities, and a history of leadership in the 
field. Moreover, Chinese AI chip firms are reliant on U.S. electronic design 
automation software, which is the category of software tools for designing 
electronic systems such as integrated circuits.164 

However, continued leadership is not promised. China has targeted the 
industry for a global competitive advantage, as detailed in a number of 
government plans, including “Made in China 2025,” and while some of its 
policy actions are fair and legitimate, many seek to unfairly benefit Chinese 
firms at the expense of more-innovative foreign firms. 165 Even though some 
argue it should not matter where AI chips are fabricated so long as U.S. 
companies have access to the ones they need, it matters for a multitude of 
economic and national security reasons, including that the industry supports 
hundreds of thousands of U.S. jobs, both directly and indirectly, and that AI is 
critical to the Department of Defense’s mission.166 To keep America’s AI chip 
industry competitive, Congress needs to pass two critical pieces of legislation 
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that would support the United States manufacturing more semiconductors 
domestically: the Creating Helpful Incentives to Produce Semiconductors 
(CHIPS) Act, which is part of USICA, and the Facilitating American-Built 
Semiconductors (FABS) Act. 

Recommendations for improvement: 
 The United States should coordinate the development of AI chips with 

like-minded countries. Successfully innovating in the semiconductor 
sector requires an expense and scale that make it tough for any one 
country to do alone. As ITIF explained in An Allied Approach to 
Semiconductor Leadership, the United States should coordinate 
technology development with its allies. This could include establishing 
Manufacturing USA Institute(s) to support AI chip industry 
innovation—in activities including R&D, manufacturing, and 
packaging—and invite participation by semiconductor enterprises 
headquartered in like-minded nations.167 

 The United States should coordinate export controls of AI chip 
manufacturing equipment with its allies. Overly broad export controls 
on AI technologies, such as general-purpose AI software, can delay 
U.S. firms in getting innovative products to market, thus harming their 
competitiveness.168 Policymakers should be pursuing tailored export 
controls on application-specific AI software and dual-use datasets. 
However, they should note existing export control regimes already 
adequately protect many of these. The area where new export control 
regulations are likely to be most effective is on AI chip manufacturing 
equipment, where the United States and its allies dominate the 
market.169 By controlling the export of semiconductor equipment, the 
United States can better protect against unfair replication, illicit 
transfer, and theft of its semiconductor technology. The United States 
should coordinate the development of controls with its allies because 
export control regimes are most successful when they are 
coordinated internationally.170 
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